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EDITORIAL

At the Foot of the Mountain

Milan Gnjatović 
Editor-in-Chief  
University of Criminal Investigation and Police Studies, Belgrade;  
milan.gnjatovic@kpu.edu.rs
Published: 2022-12-30

Some people say that starting a newspaper is a Herculean task. I am not sure that it holds 
for scientific journals. To me, it is much more of a Sisyphean task, and a scientific editor is 
a somewhat absurd Sisyphus-like figure rolling a rock to the top of a mountain in an indif-
ferent universe. And here we are, standing at the foot of the mountain. So how to proceed? 
The words of Albert Camus seem appropriate: “The struggle itself toward the heights is 
enough to fill a man’s heart. One must imagine Sisyphus happy.” [1]
So let us maintain that assumption for now.
It is indeed a pleasure to launch the Journal of Computer and Forensic Sciences and to 
welcome you to this inaugural issue. However, the launch of a scientific journal is not a 
one-man show. With this in mind, I wish to thank the Editorial Board members, the ed-
itorial team members, and the Rector’s team at the University of Criminal Investigation 
and Police Studies in Belgrade for their support in launching this journal. But before and 
above all, I thank the contributing authors and reviewers for their extraordinary effort 
and dedication in preparing this inaugural issue. Their involvement is gratefully acknowl-
edged and highly appreciated.
The Journal of Computer and Forensic Sciences is an open access, peer-reviewed scien-
tific journal published by the University of Criminal Investigation and Police Studies in 
Belgrade, covering advanced and innovative research across the fields of computer and 
forensic sciences. The aim of the journal is to provide a platform through which authors 
can communicate their viewpoints on diverse but often related aspects of computer and 
forensic sciences and a source of information to support advancing research, education, 
and practice in these fields. I invite you to learn more about the journal at cfs.kpu.edu.rs.
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Inaugural editorials typically share some elaborate thoughts about the envisioned path for 
the journal. I will express my vision for the Journal of Computer and Forensic Sciences 
in a rather brief manner: I hope that you will find it a useful platform for presenting your 
research and a useful source of inspiration for expanding your research. 
With this in mind, I would like to draw the reader’s attention to the content of this inaugu-
ral issue. It contains five original research articles in the field of computer science:
The first article [2] introduces an approach to evaluation of spoken words based on lip 
movements without accompanying sound signals based on convolutional neural networks.
The second article [3] introduces a method for detecting non-technical losses, commercial 
losses, and electricity theft based on big data analysis for distribution networks.
The third article [4] reports on a comparative performance evaluation of three relevant 
types of suboptimal binary search trees, i.e., Adelson-Velsky and Landis trees, red-black 
trees, and splay trees.
The fourth article [5] discusses a novel hybrid computer architecture based on an asym-
metric multicore processor, combining the control-flow and data-flow concepts on the 
same chip die.
The last article [6] reports on an approach to mathematical modeling of the file system 
performance in a hypervisor-based virtual environment, with special focus on the file 
system pair interactions.
Thank you for reading the Journal of Computer and Forensic Sciences. Our editorial team 
look forward to receiving your contributions.

REFERENCES

[1] A. Camus, The Myth of Sisyphus and Other Essays, New York: Alfred A. Knopf, 1955.

[2] D. Perić, N. Maček, and M. Bogdanoski, “Application of Convolutional Neural Net-
works to Spoken Words Evaluation Based on Lip Movements without Accompanying 
Sound Signal,” Journal of Computer and Forensic Sciences, vol. 1, no. 1, pp. 7–16, 2022.

[3] M. Žarković and G. Dobrić, “Non-Technical Losses Detection in Power System,” Jour-
nal of Computer and Forensic Sciences, vol. 1, no. 1, pp.17–28, 2022.

[4] S. Štrbac-Savić, M. Tomašević, N. Maček, and Z. Minchev, “Comparative Performance 
Evaluation of Suboptimal Binary Search Trees,” Journal of Computer and Forensic Sciences, 
vol. 1, no. 1, pp. 29–45, 2022.

[5] N. Korolija and K. Milfeld, “Towards Hybrid Supercomputing Architectures,” Journal 
of Computer and Forensic Sciences, vol. 1, no. 1, pp. 47–54, 2022.

[6] B. Đorđević, V. Timčenko, N. Maček, and M. Bogdanoski, “Performance Modeling of 
File System Pairs in Hypervisor-Based Virtual Environment Applied on KVM Hypervisor 
Case Study,” Journal of Computer and Forensic Sciences, vol. 1, no. 1, pp. 55–76, 2022.



ORIGINAL  
RESEARCH PAPERS





Application of Convolutional Neural Networks to Spoken Words 
Evaluation Based on Lip Movements without Accompanying  
Sound Signal
Dušan Perić1, Nemanja Maček,2* and Mitko Bogdanoski3

1 DP SOFTWARE, Belgrade, Serbia; dusan.peric98@gmail.com 
2 Academy of Technical and Art Applied Studies, School of Electrical and Computer 
Engineering, Belgrade, Serbia & University Business Academy in Novi Sad, Serbia & 
SECIT Security Consulting, Serbia; macek.nemanja@gmail.com
3 Military Academy General Mihailo Apostolski, Skopje, NR Macedonia;  
mitko.bogdanoski@ugd.edu.mk
* Corresponding author: macek.nemanja@gmail.com

Received: 2022-11-14 • Accepted: 2022-12-05 • Published: 2022-12-30 

CFS 2022, Vol. 1, Issue 1, pp. 7–16
https://doi.org/10.5937/1-42696

Original research paper

Citation: D. Perić, N. Maček, and M. Bogdanoski, “Application of Convolutional 
Neural Networks to Spoken Words Evaluation Based on Lip Movements without 
Accompanying Sound Signal,” Journal of Computer and Forensic Sciences, 1(1), 
https://doi.org/10.5937/1-42696. Copyright: © 2022 by the University of Criminal 
Investigation and Police Studies in Belgrade. All rights reserved.

Abstract: This paper proposes an approach to evaluate spoken words based on lip movements 
without accompanying sound signals using convolutional neural networks. The main goal of this 
research is to prove the efficiency of neural networks in the field, where all data is received from 
an array of images. The modeling and the hypotheses are validated based on the results obtained 
for a specific case study. Our study reports on speech recognition from only a sequence of images 
provided, where all crucial data and features are extracted, processed, and used in a model to cre-
ate artificial consciousness.
Keywords: machine learning; convolutional neural networks; lip reading.

1. INTRODUCTION

For centuries, people have been searching for a solution to the problems that everyday life 
brings them. Today, human civilization increasingly relies on artificial intelligence systems. 
It has become our present and has great potential to change the world, improve people’s 
lives in various areas, and respond to numerous social needs in education, medicine, 
agriculture, economy. A couple of decades ago, artificial intelligence was reserved only 
for sci-fi movies, and today there are great technological achievements that we employ 
every day, such as smartphones with applications that help us in our daily activities, 
smart homes and home appliances, electronic autonomous cars with various integrated 
intelligent systems, as well as numerous applications on the Internet. As the application of 
artificial intelligence grew, the challenges it solved became more and more complex. One 
such challenge is the software’s ability to read people’s lips and thus bring this rare skill 
closer to a large number of users. 



CFS. Journal of Computer and Forensic Sciences

CFS 2022, Vol. 1, Issue 1

8

People with impaired hearing, as well as people who work in a very noisy environment, 
most often communicate visually, using sign language or lip-reading techniques. For both 
methods of communication, the key role is played by the sense of sight, which accepts 
information and the movements of hands or lips and converts them into a series of images 
at a one-time interval.
Speech reading is a complex psychophysiological process in which three moments are im-
portant: the visual perception of oral movements, the kinesthetic memorization of speech 
movements, and the psychological act of recognizing a word in order to better understand 
it [1, 2].
Lip reading can best be described as the visual segmentation of words into time sequences 
nested within a time period. The application of lip reading can also be seen as an inevitable 
skill in all spy movies, as well as in some renowned television programs such as BBC 
News, where, with the help of lip reading techniques, artificial intelligence recognizes the 
speech from the lips and prints the subtitle of the speaker.
In this paper, we will demonstrate the creation of software that will solve the problem of 
lip reading with great precision and make this technique available to more users.

2. RELATED WORK

Aggravating circumstances when reading lips are a very common problem in people, and 
these are: limited movements of the articulator (jaw and lips), fast or slow speech, poor 
mimicry, specific head movements, inadequate distance, and poor lighting [1, 2]. Many 
researchers are trying to create the perfect system for lip reading. A lot of related scientific 
papers can be found addressing this topic. Several approaches related to lip reading are 
briefly addressed in this paper. 
The authors [3] presented the method of detecting lips and using the cropped images as 
a dataset for the training set for Convolutional Neural Networks. Also, they discussed 
different methods of evaluation that can be used. In [4], an interesting approach to lip 
detection by skin color and Kalman image filtering used to eliminate noises and unwanted 
information from the picture is presented. In Artificial Intelligent systems, effectiveness 
is a crucial aspect because of the more frequent use of those systems in more and more 
responsive jobs that were reserved for people only until now. Zhao et al. [5] presented 
how mutual information maximization facilitates effective lip reading. Real-time speech 
detection is a hardware-consuming task that can be done with the OpenCV library, which 
is widespread in movement tracking software. WenJuan et al. [6] presented how lip move-
ment can be detected and used for lip reading. Rahmani and Almasganj [7] showed us a 
hybrid system for lip reading that uses a combination of image-based and model-based 
features. A lot of researchers thought that lip reading was only possible with the en face 
pictures of the face. Saitoh and Konishi [8] presented the solution for training the lip read-
ing system from profile pictures. A detailed explanation of backpropagation, which neural 
networks are using to learn lip reading, is given by Rathee in [9]. One of the hot topics in 
the software industry today is mobile applications development. The work of Matsunaga 
and Matsui [10] depicts how lip reading can be implemented on mobile devices.
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3. MATERIALS AND METHODS

Neural networks are well suited for learning from large amounts of raw data, such as 
images or sequences of images. An image can be represented as a series of pixels, and 
the task of the neural network is to create useful information from that series of pixels by 
extracting the features with the greatest weight of information, such as the shape or the 
edges of the object in the image.
Algorithms based on neural networks have several advantages compared to standard al-
gorithms, but they are dependent on human expertise in the field for which the system is 
being developed. Of course, all algorithms that use neural networks, due to their nature 
of using a large amount of information for training the system, have one major drawback, 
which is the need for very powerful and expensive hardware.
Neurons are the main component of deep learning systems. In them, calculations are per-
formed on the input data that the neuron receives from the previous neuron, and the 
output parameters are forwarded as a result. Those output parameters are further supplied 
to the next neuron, except in the case when the neuron is in the first hidden layer. In that 
case, the input data is raw data on which only pre-processing has been performed.
“In a biological neuron, an electrical signal is given as an output when it receives a more 
influential input. To capture that functionality in a mathematical model of neuron, we 
need to have a function that operates on the sum of the input multiplied by the appro-
priate weights and responds with the appropriate value based on the input. If an input 
with a higher impact is received, the output should be higher, and if an input with a lower 
impact is received, the output should be lower, which can be represented as a switch. An 
activation function is a function that takes a combination of inputs, applies a function over 
them, and passes an output value.” In this way, it tries to imitate the activation/deactiva-
tion function. Thus, the activation function determines the state of the neuron by com-
puting the activation function on the combined input [11]. The three activation functions 
that are far commonly used than the others are “Sigmoid”, “Tanh” and “ReLU”, which are 
depicted in Figure 1.

Figure 1. Activation functions (Sigmoid,Tanh and ReLU). Adopted from [10].

A neural network consists of one input and one output layer, as well as one or more hidden 
layers. Depending on the complexity of the task for which the neural network needs to 
create awareness, the hidden layers can vary.
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3.1. Convolutional Neural Networks

Convolutional neural networks, often represented by the abbreviation CNN, are a special 
type of multilayer neural networks designed to recognize visual patterns directly from im-
ages with minimal use of computer resources. There are several ways to connect neurons 
to create a convolutional neural network. One of the ways is the feed-forward network 
method [12]. The method is based on the fact that neurons from each layer feed the next 
layer with their output values. This process is repeated until we get the final resulting val-
ues.
Each convolutional neural network consists of the three most important layers for its 
functioning, namely the convolutional layer, the pooling layer, and the fully connected 
layer. The task of the convolutional layer is to extract features from the image that is used 
as input information, so we can consider it the most important layer because it does most 
of the calculations in the convolutional neural network. The activation function that per-
forms exceptionally well for CNN is ReLU because of its features that perfectly fit the 
description of the input data for CNN, which are images. The pooling layer selects an area 
from the image and then selects one representative value using a maximum or average 
pooling technique. The architecture of a convolutional neural network can be represented 
as several convolutional layers connected in a cascade style. In each cascade, there is a 
convolutional layer with a ReLU activation function, then a pooling layer, thus simulating 
cascades several times. Finally comes the fully connected layer. The output from each con-
volutional layer is a set of objects called feature maps, generated by a single convolutional 
filter. Feature maps can be used to define new input data for the next layer. Thus, convolu-
tional neural networks work by extracting features from the image that is the input infor-
mation by dragging a filter over it. The result of multiplying the values of the filter matrix 
and the image area of the same size gives the output values for the next convolutional layer. 
In this way, in each subsequent step, we get an increasingly precise contour of the object 
we are looking for.

4. RESULTS

The testing platform consisted of an “upgraded” Dell Precision laptop based on an Intel 
Ii7 processor with 64 GB RAM, 3.5 terabytes in solid state drives, and an external NVidia 
3080 RTX graphic card. We have used common testing platforms like Python and various 
libraries for visualization and deep learning (like Tensorflow).
Figure 2 depicts a sequence of images that form one word, viewed from left to right and 
spoken by one person. The optimal image size here is not of any interest. The functions 
embedded will, according to our algorithm, crop the surface around lips, hence the size is 
inconsistent. Yet, a bit of preprocessing to crop it to a proper fixed-size rectangular image 
may provide some help (i.e., an improvement in accuracy, etc.) in certain scenarios. 
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Figure 2. Sequence of images used to represent one word. Images presented 
 in Figure 2 and all others used in our experiments are generated from several databases [13–15].

The final step in data preprocessing is data normalization, which we can do by nesting 
the range of pixel values between 0 and 1. This type of optimization is called “colormap 
normalization” and is used when pixel values need to be represented by values between 0 
and 1.

Figure 3. Data before normalization (data screenshot).
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Figure 4. Data after normalization (data screenshot).

After we have loaded, processed, and normalized our data, it is time to define a learning 
model that will create awareness from that data. For the purposes of this algorithm, a 
sequential model composed of layers that can be viewed as groups of neurons was used. 
The sequential model allows adding different types of layers on top of each other, creating 
a single stack.
The optimizer is the most important part of our model. Its functionality is to calculate 
and change the weights of the neurons so that the losses are as small as possible. The back-
propagation process we mentioned earlier is actually an optimization algorithm. Two of 
the most well-known and widely used deep learning optimizers are Stochastic Gradient 
Descent (SGD) and Adam (Adaptive Moment Estimation). 
For outcomes with categories, the prediction will be the name of the class, i.e., the catego-
ry. In this algorithm, the results are the words that the system should recognize based on 
the movement of the lips, which indicates that the regressive standard will not be used but 
a categorical one.
In this research, categorical cross-entropy is used to calculate the losses because there are 
more than two possible prediction outcomes.
The results of model training through epochs are depicted in Figure 5.

Figure 5. Model training through epochs (results screenshot).

We can present the performance of our model visually through two graphs. Figure 6 de-
picts the accuracy of the model across epochs, while Figure 7 depicts the losses.
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Figure 6. Model accuracy.

Figure 7. Model losses.

The effectiveness of our model is finally presented in the following screenshot:

Figure 8. Model evaluation (results screenshot).
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5. DISCUSSION

Since there is almost no field of human activity where artificial intelligence is not used, 
modern man is required to master new knowledge and technologies. The purpose of the 
emergence of artificial intelligence is to facilitate the daily activities of people, which most 
often require mental fatigue, and to increase the performance of work in jobs that require 
the processing of a large amount of information. A human is capable of doing that kind 
of work for a few hours, but a machine, on the other hand, can do it non-stop for days or 
years.
The software we presented in this paper simulates human performance, which means that it 
performs the task at the same speed as a human. The main advantage is that the person has 
to take a break after some time and divide the work into several days, and the software will 
work non-stop until the task is completed. In this way, the skill of lip reading can be used 
much more effectively in long videos, as well as in cases where the video does not have a 
sound recording or the ambient noise is too great to record the sound with sufficient qual-
ity. The downside of the software is the same as with all complex neural networks, and that 
is the large training time of the model. As the number of categories that the model needs to 
predict increases, the training time also multiplies.
Readers may also consider the following articles for further information on the topic [16–19].
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Abstract: The digitization of distribution networks enables the collection of big data from which 
it is necessary to draw conclusions and detect anomalies among electricity consumers. This 
paper explains methodologies to detect non-technical losses, commercial losses, and electricity 
theft. Based on monthly electricity consumption measurements, possible and prevalent cases of 
anomalies and theft among consumers are identified. Indicators that can detect anomalies have 
been proposed for such types of load diagrams. The sensitivity of the indicators to different 
types of consumers was analyzed. The applicability of this methodology was examined for a 
set of real measurements, and its advantages were pointed out. This concept represents a good 
recommendation, as it is possible to observe and detect irregularities in electricity consumption.
Keywords: non-technical losses (NTL), smart meter, energy theft detection, power system.

INTRODUCTION

The goal of every energy system is the safe transmission and distribution of energy with 
minimal losses. Losses in the distribution electricity network can be divided into technical 
and non-technical losses. Technical losses are calculated using well-known methods, while 
non-technical losses can’t be easily and clearly detected and evaluated. Non-technical 
or commercial losses are the result of measurement inaccuracy, incomplete readings 
of metering devices, non-simultaneous readings, improper control of metering points, 
irregular meter calibration, untimely detection of unauthorized consumption, insufficient 
technical equipment of teams to work on customer control, insufficient training of readers 
and controllers of metering devices, insufficient support and assistance (of the law) after 
the detection of unauthorized consumption, unauthorized use of electricity on various 
grounds of unregistered consumption (electricity theft from existing customers and “wild” 
connections of new customers), error in the operation of measuring devices (delay in 
balancing customers’ meters, malfunctions of meters and measuring transformers), and 
error in the reading and calculation of electricity. [1]
The review papers [2–5] presented the possibilities of applying a large number of 
measurements at Distribution System Operators (DSO) and smart grid in order to detect 
non-technical losses, commercial losses, and electricity theft. Reference [6] presents an 
intelligent energy meter that provides solution for maintaining power quality, provides 
superior metering and billing system, and also controls power theft. The research paper 
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[7] presents prevention of power theft in distribution system using smart hardware device. 
Three latest gradient boosting classifiers are used for smart grid energy theft identification 
in the paper [8]. A data analytic approach with false data injection is present in paper [9]. 
An IoT solution for electricity theft prevention is presented in [10]. Two methodologies 
based on artificial intelligence present stacked sparse denoising autoencoder [11] and 
support vector machine [12] for electricity theft detection.
The detection of non-technical losses, commercial losses, and electricity theft is not de-
fined by international standards or internal standards and recommendations of the DSO. 
In all DSOs within the framework of Industry 4.0, mass digitization is launched, and as 
many data as possible is collected. In research papers, possible methods of detection and 
examples of detection of energy losses and electricity theft are presented. However, a com-
prehensive method and a clear algorithm for detection have not been defined.
This paper provides explanations related to the measurement of electricity consumption. 
The main load diagrams, energy consumption, as well as main parameters are explained, 
and multi-day load charts are analyzed. Based on that, the parameters that are important 
for the detection of anomalies in electricity consumption were observed: coefficient of 
variation, ratio between peak and valley load, load rate, valley coefficient, daily load vari-
ance, and equivalent time. The mentioned parameters are calculated for a normal energy 
consumption state and states with different types of anomalies: peak random anomaly, 
on-off anomaly, time random anomaly, and anomaly of decreasing peak. For these types 
of anomalies, the parameter bounding values are calculated. The algorithm is proposed to 
detect anomalies based on the analysis of the given parameters.
The paper is organized as follows. Section 2 presents the concept of smart grid and smart 
meters. In section 3, a load diagram is presented and an overview of the most significant 
parameters is given. Section 4 shows the results of electricity measurement for consumers 
where there are no anomalies and for specific consumers where there are special cases of 
anomalies. Section 5 provides the algorithm for detection and threshold values for param-
eters with results. Conclusions of the research are derived in Section 6.

SMART GRID AND SMART METERS

A smart grid is a power grid that uses analog and digital information and communication 
technologies in order to increase the reliability of electricity supply. One of the main 
components of the smart grid is definitely the communication network and accompanying 
sensors and measuring devices. Two-way communication between a utility and its 
consumers is a prerequisite for the smart grid. This communication enables advanced 
metering and control options, and it is known as the Advanced Metering Infrastructure 
(AMI). In addition to AMI, data management is very important. Namely, when big data 
is collected, it has to be properly stored and utilized. Data can be used for many purposes, 
and detection of electricity theft (non-technical losses) is one of them. Currently, AMI 
provides physical and wireless connections, bidirectional metering and billing, data 
storage and management, detection and diagnostics of system faults, and end-to-end 
communication.
Some of the most important goals of AMI implementation are: 
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Figure 1. Architecture of AMI.

• Reduction of meter reading expenses;
• Increasing the accuracy of measurements;
• Expediting billing;
• Enabling centralized control of customers;
• Reducing non-technical losses; and
• Increasing network reliability.

The main parts of AMI are smart meters, data concentrators, and data management cen-
ters. Figure 1 shows the simple architecture of the AMI system. 

POWER LOAD DIAGRAM AND INDICATORS

The daily load diagram presents dependence between power and time. Talking about time, 
load diagrams appear as daily, weekly, monthly, and yearly charts. The basis of all these 
diagrams is the daily load diagram, whose shape depends on several factors: the nature 
of the consumer area, the share of individual consumers in a certain consumer group 
area, the season (summer, winter), and other factors [1]. The daily load diagram can be 
estimated as the average measured value within 15, 30, or 60 minutes. It is characterized 
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by three basic indicators: maximum daily load (Pmax [kW]), minimum daily load (Pmin 
[kW]), and total daily consumed energy (W [kWh]). Other characteristic indicators are 
defined from the basic indicators:

(1)

(2)

(3)

(4)

where Pmean is the daily mean load, m is the daily load factor , T is the maximum power 
utilization time, and n is the ratio of daily minimum and maximum.
Measurement data was taken from more than a thousand smart meters in a part of a 
distribution network that comprises mostly households. According to the collected data, 
seven-day hourly diagrams are given in Fig. 2.

Figure 2. Weakly load diagrams.

For the sampled data, the highest daily maximum load for consumption at the sample 
level is 2027.64 kW (point 1), and the lowest daily maximum is 1474.89 kW, with a relative 
ratio of 0.73. The mean power value at the sample level is 1295.75 kW, while the relative 
ratio of minimum and maximum power is 0.33. 
The problem with DSO is that the digitization of the network is not complete, and a 
large number of consumers do not have smart meters. Because of that, data is available 
only with monthly consumption readings. It is necessary to detect anomalies in the data 
collected in this way, and this is a specific problem. Figure 3 shows the monthly energy 
consumption over a period of seven years. In that case, it is necessary to observe the 
annual load diagram shown in Fig. 4. Such an annual load diagram can be compared with 
previous annual diagrams and diagrams of neighboring consumers in the same category. 
The diagram in Fig. 4 refers to three arbitrary users, and it is concluded that the diagram 
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must be normalized with the maximum energy or mean energy over the observed time 
interval. Data processing was performed in Matlab [13].

Figure 3. Monthly load diagrams.

In Fig. 4 (the normalized diagram), different load failures and different user behaviors can 
be observed. For these reasons, quantifiers were calculated for a set of 237 users. In order 
to observe the monthly consumption of different consumers, new quantifiers, shown in 
Table 1, will be introduced. The behaviors and values of the quantifiers depend on the load 
diagram. Excessive quantifier deviation for some users from other users will indicate the 
existence of an anomaly. This analysis is present in Section 5.

Figure 4. Normalized monthly load diagrams for different users  
in the same part of the distribution network.
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Table 1. Statistical indicators for anomaly detection.

Indicator Description code

Coefficient of variation   a1=Pmax./(Pmin+eps)

Ratio between peak and valley load  a2=Pmin./Pmax

Ratio between peak and average load a3=Pmax./Psr

Valley coefficient a4=max(P(i+1)-P(i))

Load variance a5=sum(ΔP(i))

Time of maximum power utilization T= sum(P’)./Pmax

TYPES OF POWER CONSUMPTION ANOMALIES

Non-technical losses, commercial losses, and electricity theft detection can be done by 
processing the collected measurement data. The easiest way is to compare the characteristic 
indicators of load diagrams. If there are load diagrams of customers with and without 
electricity theft, it is possible to create indicative critical values for indicators. If there are 
no measurements from consumers with regard to theft, then there is the possibility of 
creating different diagrams with certain anomalies. The types of electrical energy theft 
occurring in DSO can be presented as follows:
1. Multiplying all samples by the same randomly chosen value (lower than one)
2. “On-off ” attack in which the consumption is reported as zero during some intervals
3. Multiplying consumption by a random value that varies over time
4. The combination of the second and the third type
5. Multiplying only the peak loads by the same randomly selected value (lower than one).
Computer simulation is used to form all five anomalies from a set of real measurement 
data. The obtained annual diagrams are given in Fig. 5. 
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Figure 5. Comparing the diagrams of the honest consumer and the created anomalies.

For all six cases from Fig. 5, the indicators from Table 1 are calculated. Fig. 6 presents the 
values of these parameters.
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Figure 6. Comparing the indicators a2, a3 (left) and a4, a5 (right) in six cases.

In order to analyze the sensitivity for two different consumers, for two different con-
sumption diagrams (7 a) and b)) the parameters were calculated and plotted. By looking 
at Fig 7 c), d), e) and f), the behavior of the parameters is very similar for different types 
of anomalies. Based on that, it can be concluded that it is necessary to further determine 
their limit values, which would represent triggers for finding anomalies. Table 2 presents 
exact values, while the bold numbers indicate the limit values of the operating parameters.
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Table 2. Exact vales for statistical indicators for anomaly detection.

Indicators Base case 1. anomal. 2. anomal. 3. anomal. 4. anomal. 5. anomal.

a1 1.2723 1.2723 4.50E+15 22.8547 4.21E+15 16.5368

a2 0.7859 0.7859 0 0.0437 0 0.0604

a3 1.1038 1.1038 1.2034 2.1825 2.3660 1.1637

a4 0.2140 0.1525 0.9584 0.6903 0.7815 0.8404

a5 1.5846 1.1293 5.0990 7.3465 7.1403 3.2666

T 21.7411 21.7412 19.9424 10.9962 10.1435 20.6222

RESULTS FOR REAL DATASET 

One way to create the limit values for indicator is shown in the previous section. This 
method involves creating artificial anomalies and monitoring whether consumers will 
fall into these behaviors and deviate from their daily electricity consumption habits. The 
second way is to analyze each real load diagram for each consumer from one part of smart 
grid. This method requires the existence of measurements from all smart meters and data 
storage. For each consumer and his diagram, the indicators from Table 1 are calculated. 
Then, for each of the 237 consumers that were considered, the values of those coefficients 
are observed, and deviations are detected. For that deviation, the limit values are specified 
and shown in Fig. 8. Table 3 presents the number of users that meet the conditions for each 
indicator. The cross section of all conditions picks out 5 consumers whose load diagram 
satisfies all 6 conditions in terms of indicators. So, those five consumers definitely have an 
anomaly and need to be checked by DSO inspection.

Table 3. Number of customers with detected anomalies.

Condition a1 > 20 a2<0.1 a3>2 a4>0.6 a5>4 a6<10 Cross

Detected 
customers 15 24 31 20 19 21 5
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Figure 7. Statistical indicators calculated based on Table 1: (a) Load diagram for user 1; (b) Load 
diagram for user 2 (c) a2 and a3 for user 1; (d) a2 and a3 for user 2 (e) a4 and a5 

 for user 1 (f) a4 and a5 for user 2.
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Figure 8. Statistical indicators with specified limits for 237  
consumers: (a) a1; (b) a3 (c) a4; (d) a2 (e) a5 (f) T.
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CONCLUSION

This paper presents a method of detecting non-technical losses based on indicators for 
anomaly detection in load diagrams. Based on the collected measurements, the paper 
explains the possible methodologies for observing and detecting anomalies at the mea-
surement points to detect non-technical losses, commercial losses, and electricity theft. 
The paper points to the possibility of simulating the creation of anomalies based on a 
realistically recorded load diagram. Also, the paper indicates the possibility of comparing 
all recorded load diagrams from the same part of the smart grid. In both cases, indicators 
are calculated to detect the existence of an anomaly using their limit values. Future work 
will be focused on using artificial intelligence and big data from the smart grid to create 
an algorithm for the same purpose.
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Abstract: Three relevant types of suboptimal binary search trees are comparatively evaluated in 
this paper: two well-known representatives of height-balanced approaches (the AVL and red-black 
trees) and a popular self-adjusting splay tree. After a brief theoretical background, an evaluation 
method was described that employs a suitable synthetic workload method capable of producing 
diverse desired workload characteristics (different distributions and ranges of key values, varying 
input sequence lengths, etc.). Evaluation analysis was conducted for search, insert, and delete 
operations separately for each particular type and in appropriate combinations. Experimental 
results for an average operation cost as well as for tree maintenance cost are comparatively 
presented and carefully discussed. Finally, the suggested favorable conditions for application of 
each tree type are summarized.
Keywords: binary search trees; AVL trees; red-black trees; splay-trees; self-adjusting trees.

1. INTRODUCTION

Binary search tree (BST) is a basic data structure that combines two benefits. It allows for 
fast binary searching of a sorted structure and also, like each dynamic structure, ensures 
efficient maintenance during the insertion and deletion of keys. It provides the O(log n) 
complexity of search, insert, and delete operations in the best and average cases, but for 
degenerated topologies in the worst case the performance of operations can be deteriorated 
to O(n). In order to prevent such cases, the tree topology should be kept balanced. 
However, keeping the optimal balance after each insert or delete operation can impose a 
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significant maintenance overhead (up to O(n) sometimes). A compromise is often found 
in suboptimal BSTs by somewhat relaxing optimal balancing criteria. This approach can 
significantly reduce the maintenance cost while still guaranteeing the O(log n) complexity 
of search even in the worst case with some small constant degradation factor compared to 
an optimally balanced tree. Different suboptimal strategies have been proposed, but height 
balancing is the most popular one. The main representatives are AVL trees and red-black 
trees, which are based on some local sub-tree balancing criteria rather than global ones. In 
both types of BST (but in different ways), the difference in heights of the leaves is practically 
restricted within a small constant factor, preventing the linear worst case.
The aforementioned balancing techniques are efficient if the keys in the tree are searched for 
with nearly uniform probabilities. However, the search probabilities for different keys are 
often non-uniform, especially when the level of temporal locality is increased. According 
to that, self-adjusting binary search trees have been proposed that are reorganized even 
after a search operation. A prominent representative of such an approach is the splay tree, 
where the successfully found key is moved up to the root in order to exploit the benefits 
of temporal locality. Since splay trees do not have some explicit balance criteria, the worst 
case can even go up to O(n), which is acceptable only if it occurs vary rarely. However, the 
amortized analysis, which gives the time complexity of operations in a series, guarantees 
O(log n) complexity in the average case.
The main goal of this paper is to conduct a comparative performance evaluation of AVL, 
red-black, and splay trees as prominent representatives of suboptimal binary search trees. 
In order to analyze the performance of these trees under a wide spectrum of different 
conditions, an appropriate synthetic workload generator is used, which is capable of pro-
ducing diverse desired workload characteristics. The performance indicators were chosen 
to be platform- and implementation-independent. The evaluation results should indicate 
the optimal suggested condition for the employment of these types of trees. 

2. MATERIALS AND METHODS

This section provides a brief theoretical background on the AVL, RB, and splay trees, 
respectively, with their definitions and considerations on the time complexity of the 
operations.

2.1. AVL Trees

The AVL trees proposed by Adelson-Velski and Landis are height-balanced trees [2]. Let 
us define the balance of a node as the difference between the heights of its left and right 
sub-trees. Then, the AVL tree is defined as a binary search tree in which the absolute value 
of the balance for each node is one at most. The height of an empty tree is defined as 0. 
In this way, the balance criterion is considerably relaxed. While the leaves in an optimally 
balanced tree can be deployed only in two lowest levels, in an extreme case the leaves of 
the AVL tree can span the range between levels h and 2h. The worst topology of the AVL 
tree with maximum height for a given number of nodes is referred to as the Fibonacci tree.
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In the AVL trees, the node balance can only be 1, 0, and -1. A node with a balance of 1 
leans left, while a node with a balance of -1 leans right. Some insert or delete operations 
can disturb the balances of the node ancestors on their path to the root, but, as long as 
they are in the allowed range, there is no need to reorganize the tree. However, when at 
least one ancestor balance becomes 2 or -2, the specific tree adjusting operations (called 
single or double rotations) are carried out in order to return the balance of all nodes to the 
allowed range. The rotations are relatively inexpensive and infrequent, so the overhead of 
maintaining the AVL tree is quite acceptable [3].
In spite of the fact that the AVL tree is only “nearly” balanced, it was demonstrated in [4] 
that for an AVL tree with n nodes, its height h satisfies the condition

( )1.4405 log 2 0.3272h n< + − (1)

Since the number of comparisons on the search path is determined by the tree height, its 
finding guarantees that the time complexity of the search is O(log n), where n denotes 
the number of nodes in the tree. Along with the same time complexity as in an optimally 
balanced tree, the degradation factor of the worst case search path is also quite acceptable 
(less than 45%). Since the eventual rotations in insert and delete operations impose some 
practically constant additional overhead, the length of the search path is also dominant 
factor which determines their O(log n) complexity.

2.2. Red-black Trees

Another nearly balanced topology principally based on height balancing is the  
red-black tree. While the AVL tree directly restricts the local dis-balance for each node, the  
red-black tree indirectly controls the length of the search paths by defining the color of 
each node. It uses an extra bit that denotes a node as red or black and imposes some 
coloring rules as follows.
The binary search tree is a red-black tree if it satisfies the following conditions [5]: 
1. Every node is either red or black.
2. The root is black.
3. Every leaf (NIL) is black.
4. If a node is red, then both his sons are black.
5. Every path from a given node to any of its descendant leaves contains the same number 
of black nodes.
In the rest of the paper, these trees will be referred to as RB trees.
The RB trees also represent an implementation of the 2-3-4 trees in a form of binary tree 
[6]. The 2-3-4 trees have optimally balanced topology since all leaves are at the same level. 
Besides the usual 2-nodes as in the binary trees, these trees may also have 3-nodes with 
two keys and three sub-trees, as well as 4-nodes with three keys and four sub-trees. The 
implementation of the 2-3-4 trees requires more memory, and insert and delete operations 
are more complex since, when necessary, one type of node is transformed into another. 
Therefore, it is very important that the 2-3-4 trees are B-trees of degree 4, being isomorphic 
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with the RB tree, which means that for each 2-3-4 tree there exists at least one RB tree as 
its binary representation [7]. 
If the tree structure is modified by some insert or delete operation that impairs the requ-
irements of the definition, rotations are performed in order to re-establish the correct 
structure and coloring. The basic operations of the RB trees have been described in [4, 7] 
and [8]. It is demonstrated in [5] that the height of the RB tree is bounded by

( )2 log 1h n< +
. (2)

Therefore, just like in the AVL trees, the logarithmic performance of all operations if the 
RB trees is also guaranteed in the average and worst case.

2.3. Splay Trees

Splay trees were proposed by Sleator and Trajan [9]. Although they do not rely on some 
explicit balancing strategy, unlike AVL and RB trees, the splay trees are reorganized on 
each access, including even non-invasive search operations, by means of rotations. Each 
accessed or inserted key is moved to the root, as well as the predecessor/successor of a 
deleted or unsuccessfully searched key. The rationale behind this is to exploit temporal 
locality with increased probabilities of accessing recently used keys or range of values.
Two techniques can be employed for tree reorganization: top-down splaying and bottom-
up splaying. In bottom-up splaying, the tree is searched for the key in the first step, saving 
some parent information in nodes on the search path, and then the node is lifted up to 
the root by consecutive zig, zig-zag, and zag-zag rotations, as described in [10]. In [9], the 
authors favor top-down playing since it performs in one step without need for an extra 
storage. Because of that, top-down splaying was used in this evaluation study.
Although splay trees do not guarantee O(log n) complexity in the worst case, it is demon-
strated in [11] that the complexity of performing a series of m operations in splay tree with 
n keys is

( )( )1 log logO m n n n+ +
. (3)

Consequently, the amortized cost of operations in splay trees is also logarithmic.

3. RELATED WORK

The comparison of different kinds of binary search trees was a goal of many studies. The 
study from [12] follows a similar approach to our study. Six types of binary search trees 
were compared: random BST, AVL tree, and four types of self-adjusting binary search 
trees (splay trees with top-down splaying and bottom-up splaying, and self-adjusting trees 
with MTR and Exchange techniques described in [13]). It was concluded that AVL trees 
are the most efficient ones when searching is the most frequent operation, while, among 
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the self-adjusting structures, the splay trees with top-down splaying technique perform 
the best in a highly dynamic environment.
In [14], four types of binary search trees were compared: unbalanced BST, AVL tree, RB 
tree, and splay tree. For each of them, five different node representations were considered: 
plain, with parent pointers, threaded, right-threaded, and with an in-order linked list. In 
total, 20 BST variants were compared using three experiments in real-world scenarios 
with real and artificial workloads. The measured parameters were execution time and the 
number of comparisons. The results indicate that RB trees are preferred when random 
input with occasional runs in sorted order is expected. When insertions in sorted order 
are prevalent, the AVL trees outperform the others for later random access, whereas splay 
trees perform the best for later sequential or clustered access.
In [15], performance of height-balanced trees (HB[k]) is evaluated. Both analytical and 
experimental results that show the cost of maintaining HB[k] trees as a function of k are 
discussed. The AVL tree is treated as a special case for k = 1. For the AVL trees, it was 
concluded that only the search time is a function of the tree size, and in a general case, 
the maintenance does not depend on the tree size. In general, for HB trees for k > 1, the 
execution times of the procedures for maintaining the HB[k] trees are independent of the 
tree size, except for the average number of nodes revisited on a delete operation in order 
to restore the HB[k] property on its trace back. Also, the cost of maintaining HB[k] trees 
drops significantly as the allowed imbalance (k) increases. 
Bear and Schwab in [16] empirically compare the height-balanced trees with the  
weight-balanced trees by means of simulation with a synthetic workload. In the conclusi-
on, they give preference to the AVL trees.
In [17], a novel limit-splaying heuristic called periodic-rotation is described. It performs 
splaying after n insertions or accesses in order to reduce the maintenance cost while 
preserving the performance. They experimentally compared seven data structures: 
the simple BST, the RB trees, splay trees both with top-down and bottom-up splaying 
techniques, randomized trees, and their heuristic splay tree. It was presented that such 
heuristic splay tree where splaying is done periodically rather than on each access is 
around 27% faster on average than efficient bottom-up splaying. Over five separate text 
collections that were chosen for workload, several somewhat unexpected conclusions 
were highlighted: first, top-down splaying is slower than bottom-up splaying in practice; 
second, bottom-up splaying is about as fast as a self-adjusting randomized tree, but in 
general is around 25% slower than a BST; and, finally, the most efficient heuristic splaying 
scheme is only 3% faster than a BST, which performed even better than RB trees.
The study in [18] provides a comparative analysis of a number of different binary search 
trees: un-optimized BST, AVL tree, several types of the weight-balanced trees (described 
in [19]), the trees where the searched node moves by one level towards the root [13], as 
well as the tree with appropriate combinations of some algorithms. The evaluation is based 
on measured execution times for different types of input sequences. The operations con-
sidered were insertion and searching. Although the basic search operation in an ordinary 
binary tree is quite efficient in many cases, it was concluded that the tree that combines the 
principles of the AVL tree and an ordinary BST is the most efficient generally. 
Although the studies from [12] and [14] are similar to the topic of our study in terms 
of analyzed trees, the comparisons are carried out from different perspectives. While 
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some previous studies (e.g., [14]) observed a specific environment in which the trees were 
applied, our study presents a more general performance study independent of the imple-
mentation of the algorithm, operating system, the specific applications, and the machine 
on which the tests are conducted.

4. EVALUATION METHOD

Although the real workloads are preferred in many studies focused on a specific 
area of applications, they are unable to reflect a wide spectrum of different workload 
characteristics. Since an appropriate synthetic workload generator is very convenient 
for producing diverse desired workload characteristics, our comparative performance 
evaluation employs the simulation method with specific synthetic workload described in 
[20]. The main parameters of the workload are: the number of keys, the range of the key 
values, the distribution of the key values, time locality, the relative frequency of search, 
insert, and delete operations, the probability of successful and unsuccessful search, 
etc. The performance indicators have been chosen to be independent of the algorithm 
implementation and platform on which the measurements are performed (tree height, 
number of rotations, etc.). 
The various key sequences were generated in order to obtain a more complete insight 
into the chosen trees performance. The intervals from which the key values are taken, the 
number of elements in the sequence, and the frequency of the key values were varied. A 
special care was taken to simulate the time locality of the keys in some cases.
The lengths of the key sequences are chosen to be between 10 and 1,000,000 elements in 
multiples of 10. The number of elements in the sequences was varied in order to establish 
how the performance depends on the tree size. 
The values in the same key sequence may be repeated. They are taken from intervals whose 
lower bounds are set to zero and whose upper bounds vary from case to case. Four groups 
of the key sequences used in this evaluation differ according to the way of key generation. 
The sequences without key repetitions are used for building an initial tree.
The first group of key sequences is sorted in increasing order. They contain unique key 
values without repeating. 
The second group of key sequences is similar to the first, but the order of the key values is 
random. All values appear exactly once in the sequence, and the length of the key sequence 
corresponds to the interval upper bound. 
In the third group, the keys are also generated randomly. However, the elements are 
chosen out of a certain interval, whose upper bound also varies, as well as the sequence 
length. The consequence of such a key choice is that some values from the interval can be 
repeated, while other values do not appear in the sequences.
The fourth group has the key values that can also be repeated in a sequence, while the 
sequence lengths and the interval upper bounds are varied like in the third group. Howe-
ver, instead of using random, uniformly distributed key values, the goal was to obtain the 
key sequences with a non-uniform distribution and to enforce the temporal locality of 
chosen values, which is sometimes quite pronounced in tree accesses. The function
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was used to enforce different levels of temporal locality in the following way. First, an 
initial sequence with n keys without repeated values is formed (let it denote by array key). 
Then, x is randomly chosen from the interval [ ]0,1x∈ . With such an x, y is calculated 
according to equation (3). Since [ ]0,1y ∈  for a > 0, index i is then calculated as i n y= ⋅
. Finally, element of the key sequence with index i(key[i]) is entered into the resulted key 
sequence. This procedure is repeated until the resulting sequence of the required length is 
generated. 
By varying the parameter a, the shape of the curve can be adjusted, as shown in Figure 
1. Values 1, 10, 50, and 100 were taken for parameter a, and the results for a=100 were 
analyzed. For higher values of a, a uniform distribution of x, values of y are lower. Con-
sequently, lower indices of the key array are much more probable, which increases the 
time locality in the resulting sequence of key values closer to the start of the array.
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Figure 1. Function (4) in the interval x ∈ [0, 1] for the different values of parameter a.

Search, insertion, and deletion operations are evaluated both independently in separate 
series and jointly in mixed series. In a mixed series, percentages of particular operations 
are varied, and operations appear randomly according to the adopted frequency.
The following performance indicators were collected during experiments: 

• Average height during search operation – average height where the element was found 
during a successful search or the height of the node where the search was finished in 
the case of unsuccessful search. It indicates the number of comparisons on the search 
path.

• Tree height – this parameter refers to the maximum height of the initial tree on which 
the search series was performed.

• Average number of rotations per operation. It indicates the maintenance cost.
• Tree height at the end of a series of insert operations.
• Average height of the splay tree in an entire series of operations.
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5. RESULTS

The experimental results collected from running the series of insert, search, and delete 
operations are presented and discussed in the first three subsections, respectively. In the 
last subsection, the results from a series of appropriate combinations of all three operations 
are shown and analyzed.

5.1. Insert Operation

Since only different values can be inserted in a binary search tree, only the sequences with 
unique keys are applicable for evaluation of insert operation. The insertions were started 
with initially empty trees.

Table 1. Series of insert operations for input key sequences  
with sorted values in increasing order.

Number of inserted 
keys (sorted)

Average height per operation
Average number  

of rotations  
per insert operation

Height of 
 resulted 

tree
AVL RB Splay AVL RB AVL RB

100 5.730 8.090 0.990000 0.93000 0.89000 6 10
1,000 8.977 14.481 0.999000 0.99000 0.98300 9 16

10,000 12.362 21.138 0.999900 0.99860 0.99760 13 23
100,000 15.689 27.723 0.999990 0.99983 0.99969 16 30

1,000,000 18.951 34.379 0.999999 0.99998 0.99996 19 36

The results for sorted input key sequences of variable lengths are shown in Table 1. Since 
the current inserted key is always the highest one, splay trees need no rotations, but after 
the series of insert operations, the resulting tree has degenerated topology and is far from 
optimal for most operations that can follow in practice. The AVL trees have a considerably 
lower average height of the current inserted node, but the RB trees have slightly less 
average rotations per operation. As a comparison and a rotation are the operations with 
similar cost, so the AVL tree is more efficient at inserting a sorting sequence. In addition, 
its final tree height in case of the RB tree is almost twice as tall. Their efficiency is greater 
considering the final height after the series of insert operations. Since this tree can be 
the initial tree for some other operations, it can have a serious impact on the cost of the 
operations that follow.
The results for inserting key sequences generated randomly are given in Table 2. The 
heights of resulted tree are shown for the AVL and RB tress only since it is very relevant 
for subsequent search operations, while for splay trees it changes with each operation. 
Splay trees perform the worst by far in this case, as expected. As for both height indicators, 
the AVL and RB trees show similar results, while the RB trees have fewer rotations per 
operation.
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Table 2. Series of insert operations for input key sequences with random values.

Number of
inserted keys 

(random)

Average height per  
operation

Average number  
of rotations  

per insert operation

Height of  
resulted tree

AVL RB Splay AVL RB Splay AVL RB
100 5.390 5.410 7.390 0.680 0.550 2.450 7 7

1,000 8.699 8.777 13.929 0.646 0.555 4.954 11 11
10,000 12.056 12.074 20.442 0.645 0.536 7.219 15 15

100,000 15.450 15.523 27.112 0.644 0.534 9.574 19 20
1,000,000 18.815 18.829 33.769 0.640 0.530 11.927 23 23

The results from both Tables 1 and 2 for the same type of tree indicate that the average 
number of rotations per operation is practically constant over all varied tree sizes for both 
random and sorted key sequences, except for inserting keys from random sequence in 
case of splay trees, where this indicator steadily increases with tree size. In the case of 
most unfavorable sorted input, both AVL and RB trees experience practically a rotation 
on every insert, while for random input the more efficient RB tree requires a rotation 
in almost every other insertion. The situation for splay trees is quite opposite, since the 
maintenance cost for random input is much higher than for a sorted one. Although splay 
trees most efficiently handle insertion of sorted key sequence, the final tree height has 
degenerated topology equivalent to a linked list inappropriate for later searching. The fact 
that the AVL trees have a more restrictive balance criterion contributes to more efficient 
handling in inserting keys of a sorted sequence, reflected in a considerably smaller average 
height per operation and final tree height than in the case of the RB trees.

5.2. Delete Operation

A series of delete operations are conducted on initial trees generated with a series of insert 
operations of random key values in order to be large enough. The heights of the initial 
trees were 23 for both the AVL and RB trees and 69 for the splay tree. As in the case of 
insert operations, key sequences with no repeated values were chosen in order to avoid 
unsuccessful delete operations.
The results presented in Table 3 confirm that splay trees perform the best in cases of 
deletions of keys from sorted sequences. Each delete operation raises the right subtree in 
which the next key in sequence is found, making its subsequent deletion more efficient. In 
the case of splay trees, as the number of operations in a series increases, both the average 
height of the deleted node and the average number of rotations decrease. Except for a very 
small percentage of nodes deleted from the initial tree, the RB trees perform better than 
AVL trees but are still much worse than splay trees.
For the deletion of keys in random order (Table 4), the AVL and RB trees perform very 
similarly, and their performance indicators only slightly change with the varying number 
of deleted keys. On the other side, splay trees are again noticeably less efficient, and their 
performance deteriorates with an increasing number of deleted keys in random order.
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Table 3. Series of delete operations on key sequences  
with sorted values in increasing order.

Number of deleted 
keys (sorted)

Average height of deleted node  
per operation

Average number of rotations  
per delete operation

AVL RB Splay AVL RB Splay
100 15.520 15.980 2.210 0.600 0.700 0.890

1,000 14.710 15.793  1.500 0.572 0.680 0.546
10,000 14.730 14.717 1.392 0.578 0.662 0.497

100,000 14.150 14.083 1.361 0.578 0.659 0.482
1,000,000 13.708 12.534 1.347 0.575 0.658 0.475

Comparing the results for the sorted and random order of deleted keys in splay trees, two 
opposite trends can be noticed. Longer sorted key sequences during deletions are favorable, 
while longer random ones are unfavorable for both the average height of the deleted node 
and the average number of rotations. The AVL and RB trees have a larger average height 
and a smaller average number of rotations for the same number of delete operations in the 
case of a random key sequence. Also, unlike splay trees, these performance indicators for 
AVL and RB trees are relatively insensitive to the number of deleted keys.

Table 4. Series of delete operations on key sequences in random order.

Number of deleted keys 
(random)

Average height of deleted  
node per operation

Average number of rotations 
 per delete operation

AVL RB Splay AVL RB Splay
100 15.060 16.000 8.550 0.330 0.320 3.160

1,000 15.835 16.321 14.648 0.384 0.357 5.458
10,000 15.402 16.541 21.745 0.351 0.359 8.166

100,000 16.703 16.865 28.671 0.357 0.361 10.747
1,000,000 16.465 16.437 35.687 0.378 0.387 13.359

5.3. Search Operation

The search operation is especially important because it is usually the most frequent 
operation and also because it is the first part of insert and delete operations. This is the 
reason why the performance of this operation is analyzed in more detail. 
Search operations in the AVL and RB trees do not modify the tree topology, and no ro-
tations are required. Therefore, the average length of the search path is the only relevant 
performance indicator. However, in splay trees, every search operation is followed by an 
adjustment of the topology, and the average number of rotations is meaningful as well. All 
the results presented in Table 5 are obtained by searching for a sorted sequence of keys in 
increasing order. The heights of the initial trees were 15 for the AVL and RB trees and 43 
for the splay tree. In the first three cases (up to 10,000 keys searched), all searches were 
successful, while in the other two cases, there were 90% and 99% unsuccessful searches.
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Table 5. Series of search operations on key sequences with sorted values in increasing order.

Number of searched keys  
(sorted)

Average search path length  
per operation Average number of 

rotations (splay tree) AVL RB Splay
100 12.260 11.160 2.790 0.670

1,000 11.697 11.472 2.460 0.515
10,000 11.578 11.564 2.348 0.473

100,000 14.656 12.858 1.135 0.047
1,000,000 14.966 12.986 1.013  0.048

Again, the splay trees are obviously the most efficient ones when the key sequence is sorted. 
With longer search sequences, their performance is steadily improving. After the first 
operation in a series radically rearranges the tree topology, each subsequent search slightly 
adjusts it to make the subsequent operation more efficient. Finally, when unsuccessful search 
operations for key values higher than the maximum key in the tree prevail, they execute 
very fast since no further tree adjustments are needed. However, the average cost of search 
operations in the AVL and RB trees depends greatly on the initial tree size since there are no 
adjustments during the series of search operations. Unlike splay trees, in case of AVL and RB 
trees performance is deteriorated when the number of keys in the sorting sequence grows 
due to prevailing number of unsuccessful search operations (their search paths are ended in 
leaves of the tree). The performance of the AVL tree is especially affected in this case.

Table 6. Series of 100,000 search operations on key sequences with random distribution.

Range of searched key values 
(random)

Average search path  
length per operation

Average number of  
rotations (splay tree)

AVL RB Splay
0..99 13.741 14.682 6.254 2.059

0..999 13.299 14.256 10.868 3.574
0..9,999 13.756 14.813 15.662 5.111

0..999,999 16.743 15.853 3.421 0.884

Table 6 presents the results for sequences of 100,000 search operations with random 
distribution of key values performed on initial trees which were built with series of insert 
operations of random keys values between 0 and 99,999. Table 7 shows the results obtained 
under the same conditions but with a non-uniform distribution and enforced temporal 
locality of the searched key values. The heights of the initial trees were 19 for the AVL tree, 
20 for the RB tree, and 56 for the splay tree. In cases when range of key values searched was 
0..999,999, there were approximately 90% unsuccessful search operations, while in other 
sequences all searches were successful. 
Splay trees clearly outperform the others when non-uniform sequences of key values 
are searched since they can take advantage of increased temporal locality (much better 
indicators for splay trees in Table 7 compared to those in Table 6) by proper adjustment 
of the topology, while the AVL and RB trees are insensitive to this phenomenon. Their 
performance rather depends on a set of key values and their place in the initial tree. For 
both distributions, the average cost of a successful search operation in the AVL trees is 
slightly better than in the RB tree. The large percentage of unsuccessful operations affected 
the performance of the analyzed trees in the same manner as in the previous case.
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Table 7. Series of 100,000 search operations on key sequences  
with non-uniform distribution.

Range of searched key values
(non-uniform)

Average search path  
length per operation

Average number of  
rotations (splay tree)

AVL RB Splay
0..99 14.043 13.283 1.916 0.593

0..999 13.307 14.183 5.829 1.919
0..9,999 13.290 14.374 10.296 3.406

0..999,999 16.712 15.820 2.763 0.666

Figure 2 depicts how the distribution of key values in the search sequences affects the 
average length of the search path. It more explicitly demonstrates much better handling of 
increased temporal locality of search sequences in splay trees than in the AVL and RB trees.

Figure 2. Average lengths of search path for series of search operations 
 for random and non-uniform key sequences.

In previous experiments, unsuccessful search operations for key values in the interval 
100,000..999,999 traversed the right-most search part, which is not quite typical. Therefore, 
a more realistic situation with unsuccessful searches dispersed across an entire tree 
should be simulated. To this end, about 20,000 randomly chosen key values were deleted 
from an initial tree randomly built with 100,000 keys. The obtained tree was used for 
the evaluation of search sequences of 100,000 keys. Four ranges of key values (0..29,999, 
0..49,999, 0..79,999, 0..99,999) and two distributions (random and non-uniform) are 
varied to produce six new sequences. 
The results from such input sequences are given in Table 8 for random distribution and 
in Table 9 for non-uniform distribution. The efficiency of search operations in the AVL 
and RB trees practically does not depend on the range of search keys or type of distri-
bution. A number of unsuccessful search operations increases their average search path 
to some extent. The AVL tree is again slightly better than the RB tree, but both types of 
trees outperform the splay tree, especially for randomly distributed searched key values. 
Although enforced temporal locality in non-uniform distribution evidently improves the 
performance of search operations and the maintenance cost of the splay tree, it is not 
sufficient to make it better than the AVL and RB trees in conditions when unsuccessful 
search operations are spread over a larger range of key values.
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Table 8. Series of 100,000 search operations in different ranges  
of searched key values (random distribution).

Range of searched
key values
(random)

Average search path length  
per operation

Average number of 
rotations 

 (splay tree)AVL RB Splay
0..99,999 14.991 15.062 22.208 7.188
0..79,999 14.903 15.224 20.503 6.672
0..49,999 14.810 15.573 19.569 6.370
0..29,999 14.557 15.566 18.249 5.940

Table 9. Series of 100,000 search operations in different ranges  
of searched key values (non-uniform distribution).

Range of searched
key values

(non-uniform)

Average search path length  
per operation

Average number  
of rotations 
 (splay tree)AVL RB Splay

0..99,999 14.448 14.426 16.829 5.502
0..79,999 15.152 15.479 16.172 5.290
0..49,999 15.365 16.075 16.536 5.406
0..29,999 14.675 15.656 15.797 5.027

5. DISCUSSION

Finally, after insert, delete, and search operations are analyzed separately, a more realistic 
situation when different operations are interspersed is in place. Different workload 
characteristics are also simulated by varying the relative frequencies of these three types 
in a sequence. Two different series of operations are analyzed. It was assumed that the 
search operation is the most frequent one, while delete and insert operations are equally 
represented in this evaluation. The initial tree was built from the values in the interval [0, 
99999] inserted in random order. The cost of building the initial tree is not accounted for 
in the evaluation of the mixed series, which has 100,000 operations.

Table 10. Series of 80% search, 10% insert, and 10% delete operations  
with random distribution of key values.

Range of key values
(random)

Average height per operation Average number of rotations per 
operation

AVL RB Splay AVL RB Splay
0..9 14,189 15,897 1,290 0,021 0,015 0,143

0..99 13,325 15,813 2,157 0,023 0,018 0,463
0..999 11,623 13,209 7,120 0,023 0,020 2,319

0..9,999 14,356 15,359 16,556 0,029 0,028 5,499
0..99,999 14,711 14,782 21,957 0,033 0,030 7,309

0..999,999 17,925 18,017 19,020 0,066 0,055 6,275

The results for the first mixed series made of 80% search, 10% insert, and 10% delete 
operations with the key values from different ranges in random order are presented in 
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Table 10. Splay trees are mostly sensitive to the range of key values. For smaller ranges, 
they have a smaller average height per operation than both AVL and RB trees at the 
expense of rotations constantly used to adjust the tree. However, as the growing range of 
values decreases, the temporal locality and its average performance become significantly 
worse. When compared to the RB trees, the AVL trees, as a more restrictive topology, 
require slightly more rotations, but it pays off in a smaller average height per operation 
due to the prevalent number of search operations. For smaller ranges of key values, both 
the AVL and RB trees are less sensitive to this parameter. However, a very large range of 
key values impairs their performance because of the increased incidence of unsuccessful 
search operations ending in the leaves. 
Table 11 shows the experimental results for the same frequencies of operations as before, 
but the key values in mixed sequences follow the non-uniform distribution. It is evident 
again that splay trees perform noticeably better for key values with a non-uniform distri-
bution of exploiting enforced temporal locality. On the other side, there is no consistent 
effect on the performance of the height-balanced representatives for this distribution. The 
AVL trees are still slightly better.

Table 11. Series of 80% search, 10% insert, and 10% delete  
operations with non-uniform distribution of key values.

Range of key values 
(non-uniform)

Average height per 
operation

Average number of rotations per 
operation

AVL RB Splay AVL RB Splay
0..9 15,057 15,127 0,987 0,023 0,019 0,031

0..99 15,025 15,176 2,809 0,018 0,010 0,630
0..999 14,841 15,899 8,336 0,009 0,006 2,775

0..9,999 15,395 16,447 13,440 0,014 0,013 4,482
0..99,999 15,265 15,292 18,195 0,023 0,021 6,071

0..999,999 16,961 17,168 17,345 0,060 0,050 5,748

Table 12. Series of 50% search, 25% insert, and 25% delete operations  
with random distribution of key values.

Range of key values
(random)

Average height per 
operation

Average number of rotations per 
operation

AVL RB Splay AVL RB Splay
0..9 14,459 15,729 1,724 0,052 0,040 0,357

0..99 14,231 15,594 4,058 0,056 0,046 0,120
0..999 12,716 13,618 7,402 0,058 0,048 2,395

0..9,999 14,174 15,168 16,869 0,066 0,059 5,694
0..99,999 14,795 14,864 23,330 0,083 0,073 7,970

0..999,999 17,101 17,660 21,158 0,165 0,136 7,071
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Table 13. Series of 50% search, 25% insert, and 25% delete  
operations with non-uniform distribution of key values.

Range of key values
(non-uniform)

Average height per 
operation

Average number of rotations 
per operation

AVL RB Splay AVL RB Splay
0..9 15,139 15,289 0,948 0,058 0,047 0,065

0..99 14,682 15,046 2,924 0,042 0,035 0,779
0..999 14,686 15,794 8,193 0,018 0,014 2,773

0..9,999 15,323 16,432 13,526 0,031 0,028 4,584
0..99,999 15,382 15,409 18,881 0,042 0,037 6,423

0..999,999 16,416 16,836 18,810 0,130 0,109 6,353

After that, the relative frequencies for the second mixed series were set to 50% for search, 
25% for insert, and 25% for delete operations to see how a higher percentage of input and 
delete operations affected the average cost per operation. The results for sequences with 
key values from different ranges are presented in Table 12 for random distributions and 
in Table 13 for non-uniform distribution. In case of the AVL and RB trees, the average 
number of rotations is growing almost linearly with the increased percentage of insert and 
delete operations. The cost of tree maintenance in splay trees is not much affected since 
they adjust the tree topology on each access. It seems that different relative frequencies of 
three operations different do not have significant impact on an average height per operation 
in all trees for both random and non-uniform distributions. Suitability of non-uniform 
distribution and smaller ranges of key values for splay trees is evidenced once again.

6. CONCLUSIONS

It can be concluded that the AVL and red-black trees perform quite similarly. However, 
in a number of cases, the AVL trees are slightly more efficient than their red-black 
counterparts in terms of average height per operation, especially in sequences of search 
operations and in sequences of mixed operations, as a consequence of their more stringent 
topology requirements. It comes at the expense of somewhat increased maintenance 
costs expressed in an average number of rotations. The red-black trees are more efficient 
when the key values in sequences are unique and random. Both types of trees are rather 
insensitive to the order of key values and temporal locality. On the other hand, the splay 
trees prefer situations where key values come in sorted order. They especially outperform 
the others when the temporal locality of accesses is increased and when searching for 
a rather narrow range of the key values. In these cases, the high cost of constant tree 
maintenance is amortized; otherwise, it can be intolerable. This conclusion indicates that 
a modified splay tree could be proposed that dynamically tracks the temporal locality of 
key values (e.g., access counters) and adjusts the tree topology only when it is justified.
For more information on AVL trees, readers may consult [15]. Details on the AVL-based 
settlement algorithm and reservation system for smart parking systems in IoT-based 
smart cities are presented in [16]. More details on red-black trees can be found in [17]. 
To read more on splay trees, readers may cf. [18]. To learn more about augmented binary 
search trees, cf. [19]. 
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Abstract:In light of recent work on combining control-flow and dataflow architectures on the 
same chip die, a new architecture based on an asymmetric multicore processor is proposed.
The control-flow architectures are described as a most commonly used computer architecture to-
day. Both multicore and manycore architectures are explained, as they are based on the same prin-
ciples. A dataflow computing model assumes that data input flows through hardware as either a 
software or hardware dataflow implementation. In software dataflow, processors based on the con-
trol-flow paradigm process tasks based on their availability from the same queue (if there are any). 
In hardware dataflow architectures, the hardware is configured for a particular algorithm, and data 
input is streamed into the hardware, and the output is streamed back to the multicore processor 
for further processing. Hardware dataflow architectures are usually implemented with FPGAs.
Hybrid architectures employ asymmetric multicore and manycore computer architectures that 
are based on the control-flow and hardware dataflow architecture, all combined on the same chip 
die. Advantages include faster processing time, lower power consumption (and heating), and less 
space needed for the hardware.
Keywords: high performance computing; dataflow programming; manycore architectures; asym-
metric cores.

1. INTRODUCTION

An exploration of using hardware for control-flow and hardware dataflow programming 
paradigms on the same chip die is presented.
In the following chapters, control-flow architecture principles, and computer architectures 
that are based on them are explained. Then, a description of dataflow architectures follows. 
Finally, a hybrid architecture that combines them is proposed. The communication 
between the control-flow hardware and the dataflow hardware on the same chip die might 
be achieved either using the cache memories that are shared between these hardware, 
or using the dedicated internal bus. As it will be explained, both approaches have their 
benefits and drawbacks.
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2. MATERIALS AND METHODS

One of the main problems that computer vendors face in producing modern processors 
is the limited speed at which the hardware can operate. For decades, the speed has 
approximately doubled every two years. However, it appears that a 5GHz wall has been 
reached, and many commercial processors operate at 3GHz or less. Though the increase in 
speed is further possible, it would impose relatively high power consumption and cooling 
requirements. The alternative to improving the speed (or instruction rate) has been to 
increase the core count.
Hardware dataflow computing is based on the data traveling through the hardware. This 
solves many problems that computers based on control-flow face. However, the dataflow 
computing paradigm is suitable solely for certain types of high performance computing 
algorithms. Even algorithms that can be accelerated using the dataflow paradigm [1–5] 
include preparing data for parallel execution and collecting results, storing them in files, 
and auxiliary processing. As a result, dataflow hardware is usually connected to a multi-
core processor that controls it. It is the speed of the communication between the dataflow 
hardware and the control-flow hardware that limits the usability of this approach.
Another problem that arises from the combined control-flow and dataflow hardware is 
job scheduling. While certain jobs can be executed using both paradigms, other jobs can 
be executed solely on control-flow architectures.
Control-flow architectures are based on the von Neumann principle. Computer programs 
are written by programmers and compiled or interpreted. Both the compiler and the 
interpreter generate machine code understandable by the processor. Once the processor 
is ready to execute the instructions staged in memory, they are read and inserted into 
instruction registers. The instructions flow from the memory address register into the 
instruction register over the internal bus. Based on the instruction type, the processor 
might need to fetch an operand from memory as well. This involves the internal bus as 
well. Upon execution, the internal bus may be engaged once again, bringing the result 
into the register or memory. It should be noted that the internal bus might become the 
bottleneck. This limits the speed of the processing.
Control-flow hardware frequencies have been increasing for decades, approximately 
doubling every two years. This trend has ended, since further increases in speed impose 
overwhelmingly higher energy consumption and logical unit segmentation that cannot 
be accommodated for the projected speed-up that it might bring. Instead, as the density 
of packing transistors has grown lately, the number of processors has increased, which 
has evolved into multicore processor architectures. Increasing the number of cores does 
not proportionally increase performance, as many algorithms are not scalable enough. A 
potential solution is to exploit the dataflow paradigm [6–8].
Certain types of fast and relatively uniform processing are needed in computer graphics. 
In order to cope with this problem, graphics cards host thousands of small processing ele-
ments based on control-flow on the same chip. These architectures are often appropriately 
referred to as manycore architectures (relative to the core count of CPUs).
There are software and hardware dataflow architectures. Software dataflow architectures 
are based on the control-flow paradigm. Multiple processing elements are executing tasks 
from their common input queue, storing the results in their common output queue. The 
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reason this is called dataflow computing is that data flows through the hardware based 
on the availability of processing elements and queues. Examples and discussions of these 
well-known architectures are available elsewhere [9‒10].
Hardware dataflow works on a completely different principle. The hardware is configured 
for a certain algorithm, and the data flows through the hardware.
The hardware is usually implemented using FPGAs, enabling it to be reconfigured for the 
next job that the hardware is to execute. Dataflow processors can enhance high perfor-
mance computing [11‒12], as evidenced by the many high performance applications that 
have been accelerated using the dataflow hardware [13‒18].
Transforming applications from the control-flow paradigm into the dataflow paradigm 
can be automated [19‒20]. However, even with automating transformations, exploiting 
hardware dataflow still requires significant programming effort [21]. Many high perfor-
mance algorithms are already implemented for dataflow hardware and available online 
[22‒23], which can help programmers who are new to the dataflow paradigm boost the 
development of dataflow algorithms.
Dataflow hardware jobs usually last relatively long compared to those of control-flow 
type of processors. The reason for this lies in the facts that the dataflow hardware is 
suitable only for high-performance computing algorithms and that the hardware has to 
be configured prior to the execution of the algorithm. In order to be able to execute the 
algorithm faster than the processor based on the control-flow paradigm, it has to perform 
both the configuration and the calculation faster than a processor based on the control-
flow paradigm would perform solely the calculation. The trend is that computers should 
have both control-flow and dataflow components [24].
The problem becomes more complicated when there are multiple tasks and when some 
can be executed solely on the control-flow hardware. These require different scheduling 
techniques than those used for multicore processors and cluster computing, which are 
discussed in existing research [25].

3. RESULTS

With growing capabilities in terms of the number of transistors per chip and the limited 
scalability of algorithms that multicore architectures usually execute, the question of 
whether to combine the control-flow and the dataflow hardware on the same chip die is 
reasonable. Further, the processor might also include the manycore architecture, besides 
multicore, and the dataflow on the same chip die. The research suggests the implementation 
of hybrid architectures might bring certain benefits, including faster processing, lower 
power-consumption, and less space needed for the hardware [26–27]. This is especially 
important when it comes to cluster and cloud computing. Previous research also proposes 
including the Internet of Things on the same chip die.
In addition to what has already been proposed, a hybrid processor may include asymmetric 
processors. Although all cores have the same instruction set, their microarchitectural 
properties may differ, so that there may be one core that is the fastest and the rest 
slower but of equal speed. Researchers have shown that appropriate scheduling can lead 
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to a decrease in the probability of conflicts and an improvement in performance for 
transactions migration to the proposed asymmetric multiprocessor, based on the history 
of execution [28]. Their proposed solution is fully implemented in hardware. The claim 
is that it is possible to improve the performance by up to 14%. This serves as a proof that 
the hybrid processor proposed in this article can improve the performance of a similar 
hybrid processor with symmetrical multicore architecture [29], albeit for certain types of 
algorithms.
Figure 1 depicts the architecture of the proposed hybrid architecture.

Figure 1. Hybrid CPU architecture.

4. DISCUSSION

The communication between the control-flow hardware (multicore) and dataflow hardware 
in the hybrid architecture might be achieved either using existing shared cache memories or 
using the internal bus. The first approach requires special care about the timing constraints, 
as two hardware in general do not operate at the same frequency. However, it doesn’t require 
much extra hardware. The second approach requires additional control logic to cope with 
the specifics of the two hardware. This doesn’t require introducing new logic but rather 
applying the existing mechanisms for communicating between the ordinary control-flow 
processor and considerably slower main memory. The communication in this case doesn’t 
interfere with exploiting cache memories, but the drawback is that this approach requires 
more space on the chip die required for implementing the extra internal bus.
The proposed hybrid architecture can serve as a processor in a computer cluster or in a 
cloud [30], multiplying benefits with the number of processors working in parallel. Im-
portant domains of the combined control-flow and dataflow hybrid processor are the 
expected lifetime and counterfeit detection algorithms. The duration is expected to be the 
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shortest of the three incorporated architectures, and possible counterfeit hybrid processor 
chips could be identified using existing statistical methods [31].

5. CONCLUSION

The improvement in computer architectures moved from incrementing the speed of pro-
cessing toward increasing core counts. Additionally, computer graphics often requires 
much more processing per time, compared to the capacity of multicore processors, re-
sulting in the introduction of so-called manycore architectures that include thousands of 
small processing elements based on the control-flow paradigm. Computer vendors that 
provide cloud infrastructure now offer dataflow processing that solves problems for pro-
cessors based on the control-flow paradigm.
As the improvement in processor frequencies has dropped and the number of transistors 
per chip has increased, it is plausible for a single chip die to include multicore, manycore, 
and dataflow hardware. This requires special scheduling techniques to cope with the new 
needs. This work suggests that combining these computing architectures on the same chip 
is possible and has benefits, including: faster processing, lower power consumption, and 
less space needed for the hardware. Additional performance gains can be achieved with 
an asymetric multicore architecture. All these results can be especially important for cloud 
infrastructure and computer clusters.
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Abstract: This paper proposed an approach to mathematical modeling of the file system per-
formance in a hypervisor-based virtual environment, with special focus on the file system pair 
interactions. The main goal of this research is to conduct an in-depth analysis of the filesystem 
pair behavior with respect to the performance costs originating from the employed technologies, 
such as H-Trees, B-Trees and Copy-on-Write/Overwrite update method, and different application 
workload types. The modeling provides a collection of hypotheses about the expected behavior. 
The modeling and the hypotheses are validated based on the results obtained for a specific case 
study. Our study reports on a file system performance comparison in the context of KVM hyper-
visor-based full hardware virtualization, application-level benchmarking, and 64-bit Linux filesys-
tems Ext4, XFS, and Btrfs. The Filebench benchmark tool is applied for comprehensive testing 
of the filesystem performance under fair-play conditions. According to the obtained results, we 
provide a set of recommendations (i.e., a Knowledge Data Base) for optimal filesystem pair selec-
tion for the KVM hypervisor. Finally, it is important to note that the proposed modeling is also 
applicable to other hypervisor-based virtualizations.
Keywords: filesystems, operating systems, performance evaluation, platform virtualization, virtu-
al machine monitors.
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1. INTRODUCTION

Virtualization is a method for organizing computer resources within multiple operational 
environments, by means of hardware and software partitioning, time-sharing, partial or 
complete hardware emulation, paravirtualization, etc. [1–3]. Modern approaches to vir-
tualization include two fundamental methods: hypervisor-based virtualization and con-
tainer-based virtualization. Virtualization has gained popularity in many different areas, 
including cloud computing (CC), Internet of Things, cyber physical systems, and big data. 
It represents the core technology behind proper cloud computing functioning, which 
mainly depends on the sophistication of its design and implementation. 
Quality of Service (QoS) is another important aspect to consider. QoS represents guar-
anteed levels of performance and availability of a service provided to users [4–6]. A large 
number of factors affect QoS, but the three primary aspects are computing, storage, and 
network performance. In a hypervisor-based virtual environment, there are three funda-
mental components: a host operating system, a hypervisor, and guest operating systems. 
A host operating system represents the driver support and management layer for virtu-
alization, and a hypervisor is a software layer that serves as an intermediary between the 
host operating system and virtual machines, i.e., hypervisors behave as kernels for virtu-
alization. 
A hypervisor and a host operating system create a virtual environment for guest operat-
ing systems. This environment does not necessarily have the same characteristics as the 
physical environment. In the context of hypervisor-based virtualization, three types of 
virtualization are dominant: full hardware virtualization, paravirtualization, and operat-
ing system (OS) level virtualization. The full hardware virtualization represents complete 
hardware emulation so that the installation and execution of guest OSs require no addi-
tional adaptations. This type of virtualization is the most appropriate for employment, 
but it suffers from low performance level, which can be boosted by using Intel VT-x or 
AMD-V as special CPU features for virtualization. Paravirtualization requires significant 
modifications to the host and guest OSs but enables significantly better hypervisor-based 
performance of virtual machines. OS-level virtualization is based on applying the same 
kernel for several OS instances. 
There are two types of hypervisors. Type-1 hypervisors (i.e., so-called native hypervisors) 
execute directly on physical hardware, and their prominent instances include ESXi, Xen, 
KVM/Proxmox, and Hyper-V. Type-2 hypervisors execute as applications within a host 
OS, and their prominent instances include Oracle-Virtual Box and VMware Workstation. 
Normally, type-1 hypervisors have much better performance than type-2 hypervisors. Re-
lated to host OSs, type-1 hypervisors can be Linux-based (e.g., ESXi, Xen, KVM/Prox-
mox), and MS Windows-based (e.g., Hyper-V).
Hypervisor-based virtualization builds upon interactive pairs of OSs, i.e., interaction be-
tween a host OS and one or more potentially different guest OSs. Both the host and guest 
OSs support a number of filesystem (FS) types. The host OS stores VM image files into the 
underlying filesystems, whereas the guest OSs employ one or more of these filesystems. 
As hypervisor-based virtualization imposes an OS pair, it also establishes interactive FS 
pairs. There are many available combinations of OSs and underlying FSs, but the overall 
FS performance may significantly vary among different FS pairs depending on the charac-
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teristics of the workload (WL). Out of a relatively large number of factors that determine 
FS performance, we focus on the influence of the interactive FS pair. This paper evaluates 
the performance of different filesystem pairs in a virtualization environment, and the ob-
tained results are aimed at being applied in the context of CC.

2. RELATED WORK, OBJECTIVE AND MOTIVATION

The paper reports on a FS performance analysis of FS pairs for type-1 hypervisors. We 
emphasize that FS performance is a fundamental factor for achieving an adequate level of 
QoS in a CC environment. In related work, FS performance in Virtual Environment (VE) 
has been analyzed in different ways. The most common approach includes the FS perfor-
mance comparison of different hypervisors, such as KVM, VMWare, Xen, and Hyper-V. 
This approach relies on the use of filesystem benchmark applications such as HD Tune 
Pro, Bonnie++, Iozone, LMbench, LINPACK, etc. For details on certain performance 
comparisons, reader may cf. [7–12].
Some evaluation approaches include the analysis of I/O speed with respects to overall IO 
performances in a virtual environment for wide range of cloud applications [13–14].
In some papers, the experimental results relate to the impact of the estimated costs for the 
realization of cloud technologies [15]. Further work is dedicated to the question of virtual 
infrastructure management, showing cloud resources can be limited in order to respond 
to dynamic changes in a VE [16]. 
Finally, certain research efforts have been dedicated to performing comparative analysis 
of the modern hypervisors, which is in line with the approach applied in our paper [12], 
[17–23].
The main contribution of this study relates to comprehensive mathematical modeling of 
the FS performance in a VE employing type-1 hypervisors, with special focus on the in-
teractive FS pairs. The FS pair modeling includes many factors that can be explored as if 
being independent or mutually correlated. The model proposed in this paper is applicable 
to most of the type-1 VE. The basic idea underlying our approach is to provide a specific 
mathematical model, apply it to a particular case study, and then interpret and validate 
the experimental results. We also contribute by proposing a Knowledge Data Base (KDB) 
comprising the collection of optimal FS pairs, available to VE administrators.
Compared to related work, we believe that our study introduces more comprehensive 
modeling of the FS performance in VE. At the practical level, while most of the related 
approaches consider just a single case study [17–23], we consider three case studies. Com-
pared to related work, our main focus is FS pair modeling and KDB with the optimal FS 
pairs. Like most of the related studies, we show that there is no optimal FS pair that suits 
all possible use cases, but that the optimal FS pairs depend on WL and many other factors 
and change over time with the emergence of new FS versions and other VE factors.
Our paper presents the FS performance evaluation in fair-play conditions, i.e., it reports 
on the performances of the FS pairs formed from the selected FS types (Ext4, XFS, and 
Btrfs) applied with KVM as a representative of the type-1 hypervisors. The fair-play condi-
tions assume the use of identical hardware for all the evaluated elements, the same charac-
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teristics of the generated virtual machines (VM) and the identical version of the guest OS. 
We select KVM with full hardware virtualization, whereas FS types for host and guest FS 
are Ext4, XFS, and Btrfs. In addition, we use Filebench, which is a modern multi-threaded 
based benchmark, easily configurable, and adequate for the simulation of real-world ap-
plications. Four different test workloads are selected to simulate realistic workload condi-
tions and applications: web server, e-mail server, fileserver, and random file access. The re-
search protocol can be briefly described as follows. We introduce the mathematical model 
for FS pairs, select FS pairs for the evaluation, define the hypotheses related to the expected 
behavior of FS pairs, and finally proceed with the benchmark measurements. The results 
are interpreted in the context of the introduced mathematical model and hypotheses. We 
perform an in-depth analysis of guest and host OS FS behavior with different workload 
types and believe that the reported results are insightful for system administrators dealing 
with virtualization and some QoS issues in small-scale CC environments.

3. SELECTED TYPE-1 HYPERVISORS AND FILESYSTEM PAIRS

The type-1 hypervisor-based virtualization representatives are the following: ESXi with 
the original VMware FHV (Full Hardware Virtualization); Xen with two virtualization 
types FHV (QEMU based) and PV (paravirtualization) which is suitable for open-source 
PV guests; KVM/Proxmox with the FHV (QEMU based) virtualization; and Hyper-V 
with two kind of virtualizations, FHV (Microsoft original) and PV (paravirtualization) for 
Microsoft Windows OS.
In a hypervisor-based virtualization architecture, there are three fundamental compo-
nents: the hypervisor as a kernel optimized for a particular VE, a host OS, and a guest OS. 
The host OS supplies drivers and supports management. It contains a host FS as a storage 
for host OS (hOS) and VM images. A VM contains a guest OS (gOS) and guest FSs which 
serve as storage for guest OS and guest applications. The hypervisor-based virtualization 
imposes interactive FS pairs (gFS-on-hFS). Each OS can support several modern FS types 
that undergo long-term development. Most of them are 64-bit, extent based, with acceler-
ating techniques for allocation and searching (H-Tree/B-Tree). The overwriting or Copy-
on-Write (CoW) techniques are adopted as write/update methods. The FS performance 
depends on the file caching, journaling, and different tunable parameters. 
For a VE, both the host and guest OSs can be Linux-based or Microsoft Windows-based. 
Similarly, hypervisors with an accompanying host OS can be a Linux-based (e.g., ESXi, 
Xen and KVM/Proxmox) or Windows-based (e.g., Hyper-V). Linux OSs support a num-
ber of FS types, whereas the Microsoft Windows OS family implements only two FS types: 
NTFS and FAT (the latter of which is unsuitable for this purpose). 
Thus, considering the number of available FS pairs (gFS on hFS) we can observe the fol-
lowing:
• Linux-based hypervisors and Linux VMs can include a very large number of FS pairs 
(gFS on hFS); 
• Microsoft Windows-based hypervisors and Linux VMs can still include a significant 
number of FS pairs (gFS on NTFS);
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• Microsoft Windows hypervisors and Windows VMs include only one FS pair (NTFS on 
NTFS).
Since the number of FS types is large, in the reported study we focused on the three pop-
ular 64-bit FSs: Ext4, XFS, and Btrfs. The main reason behind this decision is that all of 
them are modern, extent-based, and commonly used in Linux environments. Ext4 is ro-
bust and powerful in its performance, with relatively simple technologies (such as H-Tree, 
extent-Tree, pre-allocation, delayed allocation), and it is unlikely that any significant pro-
gress of its features will be made in the near future. XFS and Btrfs are two modern and 
promising FSs with data structures based on B+ Trees. The B+ Tree technology is con-
stantly being developed and improved. Btrfs relies on the CoW method, which is novel 
when compared with the traditionally applied overwrite methods. This study is particu-
larly focused on the case when virtualization is applied to both the host and guest Linux 
OSs. The performance of the chosen FSs in a VE pair is different from their performance 
in a real-life hardware environment. A very interesting comparison between the afore-
mentioned FSs is presented in this paper as a case study encompassing a combination of 
9 (3x3) FS pairs.
In the rest of this section, we briefly describe the three chosen Linux FSs. 
Ext4 is a native Linux FS developed to resolve the capability and scalability issues of its 
predecessor (ext3 FS) caused by double and triple indirect block mapping characteristics. 
Ext4 manages storage in extents (a range of continuous physical blocks that improve large 
file performance and reduce fragmentation). It employs a tree-based index to represent 
files and directories in the form of H-Trees [24–25]. A write-ahead journal is applied to 
ensure the operation atomicity, and the checksumming is performed on the journal, but 
not on the user data. Although it has many advantages over its predecessor (such as ex-
tents, persistent pre-allocation, delayed allocation, and improved timestamps), the back-
ward compatibility enforces some limitations (e.g., no support for snapshots).
XFS was originally developed as a native Silicon Graphics IRIX FS and ported to Linux 
in 2001. Nowadays, it is supported by most Linux distributions and some of them recom-
mend it as the default FS for home or boot partitions. XFS is a high-performance 64-bit 
FS that allocates space in extents with data stored in B+ Trees [26]. The efficient allocation 
of free extents is achieved by dual indexing (one tree is indexed by the size, and the other 
by the starting block of the free extent), whereas the delayed allocation prevents FS frag-
mentation. Although snapshots are not supported and the underlying volume manager 
is expected to support that operation, the meta-data journaling and write barriers ensure 
data consistency. Extreme scalability of I/O threads and FS bandwidth originate from the 
parallel execution of I/O operations. The issue of addressing slow meta-data operations, 
which result in poor performance when write operations are performed on a large num-
ber of small files, has been partially resolved with a delayed logging feature.
B-Tree FS (Btrfs) is a native CoW Linux FS designed to offer more efficient storage man-
agement and better data integrity features. It aims at solving scalability problems for larger 
and faster storage, such as lack of pooling, snapshots, checksums, integral multi-device 
spanning, and built-in RAID support. The FS layout is based on a forest of CoW friendly 
B-Trees [27–31]. The main idea behind the CoW friendly B-Trees is to use standard B+ 
Tree construction, employ top-down update procedure, remove leaf-chaining, and use 
lazy reference-counting for space management. Based on the CoW technique, the FS may 
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be self-healing in some configurations. Disk blocks are managed in extents, with check-
summing being performed for the purpose of integrity, and reference counting for the 
purpose of space reclamation. A vast variety of other useful features are implemented 
in Btrfs, including online defragmentation, online volume growth and shrinking, online 
block device addition and removal, online balancing, online data scrubbing, subvolumes, 
hierarchical per-subvolume quotas, and out-of-band data de-duplication. The B-Tree is a 
data structure that stores generic items organized by a key. Nodes contain only keys and 
pointers to the child node or leaf below, whereas leaves contain the actual variable sized 
data of the Tree. As they are tailored to systems reading and writing large blocks of data, 
B-Trees are suitable data structures for databases or FSs. Thus, FSs use B-Trees to search 
directories and extent descriptors, and for file allocation and file retrieval. Btrfs is particu-
larly organized as a forest of B-Trees.

4. MATERIALS AND METHODS

In general, the proposed mathematical modeling of FS pair performance includes a large 
number of factors, but in this research, special attention is dedicated to interactive FS 
pairs. The modeling encompasses the following characteristics: the Workload (WL), VMs 
(with the accompanying gOS and gOS FS), the hypervisors, and the gOS and hOS FS. For 
the purpose of FS performance evaluation, the benchmark or real-life applications can be 
used, where all kinds of test procedures generate specific FS WLs. For each workload, we 
consider the parameter TW representing the total processing time. Each workload con-
tains a mix of four cycle types: random reading (RR), random writing (RW), sequential 
reading (SR), and sequential writing (SW), whereas writing can be synchronous or asyn-
chronous, so writing performance depends significantly on the FS caching. 
In a given FS, each workload generates different kinds of operations related to directories, 
metadata, free lists, file blocks, journaling, and housekeeping (HK). 
In hypervisor-based virtualization, the analysis of the workload processing time is quite 
complex. The FS performance in VEs depends on a number of factors originating from 
the type of virtualization applied (FHV, PV), hOS and gOS. Additionally, considering the 
context of the hypervisor VE environment, the overall data path becomes quite complex 
and relies on six components: application (benchmark), gOS kernel, guest OS FS, hyper-
visor as hOS kernel, VM image file, and host OS FS.
Figure 1 depicts an overview of the overall data path of a workload. The path is created by 
four objects (benchmark, gOS FS, VMI, and hOS FS), and two kernels (gOS kernel and 
hypervisor as hOS kernel). 

text texttext
WL-
Gout

Benchmark 
tools Guest OS FSWL-Bin WL-HinVM Image WL-

HoutHost OS FSWL-Bout 
= WL-Gin

Figure 1. Data path in virtualized environment.
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The benchmark has its own definition at the beginning of the procedure, and it provides a 
framework for the generation of the workload at the input (WL-Bin), taking into account 
the following parameters: the total number of workload files, the mean tree depth, the 
average file size, the file read/write block size, and the mean size of the appending block.
The input files are benchmarked with a range of different file operations such as opening, 
creation, deletion, reading, writing, and file appending. The sequence of the applied oper-
ations represents the benchmark output workload (WL-Bout). WL-Bout is applied to the 
gOS FS through the gOS kernel. It generates the guest output workload, WL-Gout, that 
consists of file block, inode, extent, free list, and directory read/write operations in the 
guest FS. The caching of gOS FS has a strong impact on WL-Gout. The WL-Gout com-
ponent can be assumed to be a function of the benchmark request characteristics and the 
gOS FS processing procedures. This processing includes gOS FS features, gOS caching and 
virtual disk drivers.
The output workload from gOS FS is further redirected to the hypervisor, which maps it 
to a large VMI file. In other words, WL-Gout is mapped to a VMI file through the hyper-
visor, thus mapping all read/write operations onto VMI file operations. This mapping is 
marked as WL-Hin. WL-Hin is executed in the hostOS FS, resulting in a final sequence 
WL-Hout which comprises the following components: file block, inode, extent, freelist, 
and directory read/write operations in the host FS. Due to a large image file, the extent of 
read/write operations and the write method (overwrite or CoW) can have a great influ-
ence on the performance of WL-Hout. The final processing includes hOS FS features, hOS 
caching, and physical disk drivers.
The whole data path depends on various factors, including the characteristics of FS types 
on the guest and host sides, the file caching on the guest and host sides (i.e., a specific co-
operation of these two caches), a large VMI file, the hypervisor interconnection of virtual 
and physical disk drivers, the hypervisor-CPU scheduling, and other.

For parameter Tw in a given VE, we consider six components (cf. equation 1):

( )FSh,procHyp,procVH,FSg,nelkerg,AppfTw −−−−−=          (1)

1. Application (App) represents the interaction between WL-Bin as the benchmark inputs 
(definitions) and WL-Bout as the benchmark request for the guest OS FS. The selected 
application generates WL-Bout with random and sequential components. 
2. g-kernel represents the processing time of the gOS kernel which takes the WL-Bout 
requests and forwards them to gOS FS.
3. Guest OS FS processing, g-FS, is a component targeting the gFS processing, which in-
cludes the gOS FS features, gOS FS caching, and virtual disk drivers. This component is 
very similar to the 6th component, h-FS. For both of these components (i.e., the 3rd and 6th 
components), the time for the OS-FS processing is represented by the function of the FS 
processing and FS cache processing (cf. equation 2):

         (2)
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4. Virtual hardware processing, VH-proc, represents the processing time of the virtual disk 
hardware. VH-proc strongly depends on the type of virtualization. 
5. Hypervisor processing time, Hyp-proc, is the time necessary for the hypervisor to re-
ceive the requests from the VM (virtual disk driver) and forward them to the host VMI 
file. The FS requests from gFS (gOS-FS) are forwarded to hFS (hOS-FS) via the hypervisor 
and mapped through the VMI file, whereas many hypervisor parameters affect the FS 
performance. 
6. Host OS FS processing, h-FS, is a component targeting the host FS processing, which 
includes the hOS FS features, hOS FS caching, and physical disk drivers. It works with a 
large VMI file and is a function of the FS processing and cache processing (cf. equation 2). 
Some components of equation (1) are closely interrelated, especially the 3rd component 
and the 6th component. Virtual machines include a guest OS, which support several gOS 
FS types. Also, each hypervisor is related to its own hOS, which provides the virtual disk 
drivers and physical disk drivers. The hOS can support one or several hOS FS types.
In hypervisor-based VE, we must consider a FS pair, i.e., g-FS/h-FS, and consider the 
rather complex interaction between two FS caches. The interaction of FS pair is given in 
equation (3):

)HypFSparam,hFSc/gFSc,hFSt/gFSt(fTFSpair =           (3)

The first component in equation (3), i.e., gFSt/hFSt, relates to FS types in the underlying FS 
pair. We recall that FS types may have different characteristics, as discussed in Section III.
The second component of equation (3), i.e., gFSc/hFSc, represents a pair of FS caches. 
These caches can be cooperative with Write Back (WB) or Write-through (WT) semantics 
or exclusive (none mode) when the hypervisor excludes the hOS FS cache for VMs.
The third component of equation (3), i.e., HypFS param, is related to the hypervisor tun-
able parameters. Each hypervisor has a number of tunable parameters, and some of them 
are significant for FS performance, such as CPU scheduling. 
It is important to note that in this study we primarily focus on newer versions of FSs, gOSs 
and guest kernels, hypervisors with hOS, and CPU models with HW extensions. In a 
Linux-based VE, we consider three popular FSs, i.e., Ext4, XFS, and Btrfs, which allows for 
the generation of 9 FS pairs. We model the performance of these 64-bit Linux FS indexed 
by different techniques: B+ Trees, H-Trees, extent-Trees, linear lists, linked lists, etc. 
For a B-Tree of order d and with n records, the cost of all operation processing operations 
grows at logarithmic rate, as logd(n). For all four types of actions (insertion, retrieval, up-
dating, deleting), general equations for a B-Tree are:

))n((logO)mngmnt(T dTreeB ≈+               (4)
)etc,balancing,nodes,keys,indexes(f)mngmnt(T TreeB ≈+            (5)

For all writing operations, Btrfs employs the CoW method (cf. eq. 6), whereas XFS and 
Ext4 employ the update (overwrite) method (cf. eq. 7).
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𝑇𝑤𝑟𝑖𝑡𝑖𝑛𝑔=𝑓(𝐶𝑜𝑊) 								                     (6) 								   

)overwrite(fTwriting =                (7)

For directory operations, Btrfs and XFS employ B+ Trees, due to which Tdir exposes loga-
rithmic cost as in eqs. (4) and (5), whereas Ext4 employs H-Trees (cf. eq. 8).

)colision_hash,function_hash(f)mngmnt(TT HtreeDir ==            (8)

For metadata operations, Btrfs and XFS employ B+ Trees, due to which Tmeta exposes log-
arithmic cost as in eqs. (4) and (5), whereas Ext4 employs linear inode table (cf. eq. 9).

)mngmnt(TT tableinodelinearMeta −−=               (9)

For free list operations such as free inode, free block, and free extent lists, Btrfs and XFS 
employ B+ Trees, due to which TFL exposes logarithmic cost as in eqs. (4) and (5), where-
as Ext4 employs linear bitmap (cf. eq. 10).

)mngmnt(TT bitmaplinearFL −=              (10)
For FileBlock accesses, Btrfs and XFS employ B+ Trees, due to which Tfileblock exposes log-
arithmic cost as defined in eqs. (4) and (5), whereas Ext4 employs H-Trees in extent Tree 
structures (cf. eq. 11).

)mngmnt(TT tree_ExtentFileBlock =              (11)

For housekeeping, the most activities are performed by Btrfs (CRC for all operations), eq. 
(12), whereas XFS and Ext4 are much simpler (CRC for journaling), as given in eq. (13).

          (12)
             (13)

The performance costs of I/O operations are summarized in Table 1. We introduce labels 
Cx.y to denote performance costs of operation x performed on FS y. Every feature based 
on a B+ Tree has a logarithmic cost defined in eqs. (4) and (5). As Ext4 relies on the use of 
linear lists and H-Trees, Table 1 shows the cost values that are dependent on the hash op-
eration and those that are subordinated by the linear search operation. Although B+ Tree 
has its general principles of generation and file manipulation, there is a cost difference 
between the FSs that rely on a B+ Tree as they employ this data structure in different ways. 
This includes differences in the organization of the indexes, keys, nodes, search, balancing, 
and other techniques. A particular difference is related to the use of the B-Tree in Btrfs and 
XFS environments, as Btrfs applies the CoW method to the underlying B-Tree, whereas 
XFS applies the traditional overwrite method. Btrfs FS employs the CoW update method, 
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whereas XFS and Ext4 employ the overwrite update method for writing operations. The 
CoW method is expected to have a significantly higher cost.
When working with directories, Btrfs and XFS employ B+ Trees and operate with logarith-
mic cost properties (eqs. 4 and 5), where n is the number of objects in the directory. Ext4 
employs H-Trees, resulting in item searching being penalized by the hash performance, 
which depends on the hash function and the hash collision eq. (8).
The meta-data operations on Btrfs and XFS retain B+ Tree logarithmic cost properties 
dependent on the number of inodes in the filesystem, cf. eqs. (4) and (5). Ext4 manages a 
linear inode table and has linear cost properties, eq. (9).
Btrfs and XFS manage free lists (free inode list, free blocks list and free extents) with log-
arithmic cost properties, cf. eqs. (4) and (5), where n is number of objects in Free Lists 
(blocks, extents, inodes). Ext4 employs a linear bitmap for its free lists and has linear cost 
properties, cf. eq. (10).
Direct file block access consists of different time components: item retrieval, item read-
ing, item appending, item writing, and item deletion. Each file is made up of data extents, 
thus the direct file block manipulation is practically extent-Trees manipulation. Direct 
file block access is performed with a logarithmic cost, both for Btrfs and XFS cf. eqs. (4) 
and (5), where n is the number of file extents. Ext4 employs H-Trees for extents and thus 
suffers from H-Tree penalties, cf. eq. (11).
The housekeeping operations on Btrfs depend on data, meta-data, and journaling CRC, 
cf. eq. (12), which means that they are very intensive, especially in the case of a large num-
ber of write operations. The housekeeping operations on XFS and Ext4 depend only on 
the journaling CRC, cf. eq. (13). Thus, the housekeeping costs are small for Ext4 and XFS, 
but can be significant for Btrfs.

Table 1. Performance Costs.

Operation / FS Ext4 cost XFS Cost Btrfs cost
Update method 
 (writing) Overwrite C1.1 Overwrite C2.1 CoW C3.1

Directory  
operations H-Tree C1.2 B+ Tree C2.2 B+ Tree C3.2

Meta-data  
operations

Linear  
inode table

C1.3 B+ Tree C2.3 B+ Tree C3.3

Free lists  
operations

Linear  
bitmap C1.4 B+ Tree C2.4 B+ Tree C3.4

File block access H-Tree C1.5 B+ Tree C2.5 B+ Tree C3.5

House keeping Journaling 
CRC

C1.6 Journaling  
CRC

C2.6 Data, meta- 
data, and  
journaling CRC

C3.6

Small file  
embedding None C1.7 Moderate  

performance C2.7 Good
performance C3.7
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5. THE HYPOTHESES

This research employs Linux both as the guest and host OS. Different features of Ext4, XFS 
and Btrfs as host and guest OS underlying FSs are analyzed, and the following assump-
tions about the expected I/O performance are adopted.
B+ Trees boost data retrieval, cf. eqs. (4) and (5). Each B-Tree based FS has its own B-Tree 
organization, which has a direct impact on performance. This hypothesis applies to all B+ 
Tree-based FS reading operations, including directory, meta-data, and free-list operations 
as well as direct file-block access (Table 1, costs C2.2, C2.3, C2.4, C2.5, C3.2, C3.3, C3.4, 
and C3.5). Small file embedding is expected to have a major positive impact on random 
performance (Table 1, costs C1.7, C2.7, and C3.7).
CoW has a negative impact on write performances due to changed pages and CoW-ed 
extents (cached and written elsewhere) (cost C3.1) when compared to overwrite update 
method (costs C1.1 and C1.2). Garbage collection is also required for CoW.
CoW turns small, random updates into sequential cycles, thus providing the workload 
with more sequentially. The negative impact of CoW on sequential writing is expected to 
be more significant when compared to random writing operations (cost C3.1).
Housekeeping is expected to provide the largest negative impact on the Btrfs performance 
when compared to the Ext4 and XFS performance (costs C3.6 related to cost C1.6 and 
C2.6).
For the interpretation of the FS performance, we consider interactive FS pairs, and we 
think that each FS type in FS pair cannot be analyzed separately, but only as an interactive 
FS-pair. The gOS FS has a specific behavior in the FS-pair. It works similarly to physical 
conditions by generating a sequence of requests (files/directory operations) for the gOS 
FS, which operates based on the gOS FS features, gOS caching, and virtual disk drivers. 
For FHV, virtual disk drivers are identical to physical disk drivers, whereas virtual disk 
is represented as a large VMI file. Each gOS FS generates a specific WL-Gout which is 
mapped to a large VMI and then the WL-Hin is generated. For each gOS FS observed 
in the same benchmark, a quite different WL-Hin is generated. Each hOS FS works spe-
cifically, it gets a WL-Hin that does not look like any application, and it is the output of 
the whole FS with a benchmark as input. The hOS FS works in real physical conditions – 
processing a sequence request for one large file, VMI. The gOS FS operates based on the 
hOS FS features, hOS caching, physical disk drivers, and physical disks. In short, gOS FS 
generates WL-Gout, a complex sequence of requests for hOS FS, which hOS FS processes 
through a large VMI file. Complex interaction of two FS is the reason why both FSs must 
be viewed integrally as a pair.
Clear indications of the best/worst host and guest OS FS pairs are expected, where one or 
more of those pairs will provide the highest/weakest I/O performance.
The aforementioned assumptions are experimentally validated with a set of performance 
measurements (synthetic benchmarking), and the interpretation of the results is present-
ed in the next section of the paper.
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6. EXPERIMENTAL EVALUATION

We consider three different case studies of the KVM hypervisor-based VE. In each case 
study, we apply the same protocol but different hardware. We employ two different 
CPUs, two magnetic hard drives, and two kernel versions of the same Linux distribution. 
For the first case study (CS1), experiments were performed on the Intel Xeon E3110 @ 
3.00GHz, 8GB DDR3-RAM, with Seagate Barracuda 500GB SATA-3 hard disk (7200 
rpm, 6 GB/s). Centos 7.2 with Linux Kernel 3.10.0-327.36.3.el7.x86_64 is chosen as the 
native host for KVM hypervisors and the guest operating systems. For the second case 
study (CS2), experiments were performed on the Intel Xeon E3110 @ 3.00GHz, 8GB 
DDR3-RAM, with Toshiba DT01ACA050 500GB SATA-3 hard disk (7200 rpm, 6Gb/s). 
Centos 7.9 with Linux Kernel 3.10.0-1160.21.1.el7.x86_64 is chosen as the native host 
for KVM hypervisors and the guest OSs. For the third case study (CS3), experiments 
were performed on the dual core AMD Ryzen 5 3400G @ 3.7GHz, 8GB DDR4-RAM, 
with Toshiba DT01ACA050 500GB SATA-3 hard disk (7200 rpm, 6Gb/s). Centos 7.9 
with Linux Kernel 3.10.0-1160.21.1.el7.x86_64 is chosen as the native host for KVM 
hypervisors and the guest OSs.
Because of the relatively small amount of available RAM (8GB), each of the three VMs 
was assigned 2GB of RAM, thus allowing the host OS to operate with the remaining 
RAM. The experiment was performed on one, two, and three VMs simultaneously to ex-
amine the impact of the host OS caching on the KVM virtualization, proceeding with the 
experiments for the writeback (WB) cache mode. 
The hypervisor’s random and sequential performances are tested in the Filebench bench-
mark environment, setting four different application workloads. 
For practical reasons, the obtained experimental results are just partially presented in this 
paper, i.e., we discuss the third case study (CS3), in which we consider the performance 
for four WL, for native performance, and 1VM, (cf. Figs. 2–5).

7. DISCUSSION

Testing of each server workload is briefly discussed below. Measurements are performed 
for a Web-server, mail-server, and file-server workloads as well as for a random file access. 
One Virtual Machine is used for each test. Different pairs of the aforementioned filesys-
tems were considered during the test.
For each evaluated workload, starting with the WL-Bin, we have measured the character-
istics of the WL-Hout (Figure 1), taking into consideration the processing time and the 
overall throughput. For each workload, we use the following main criteria: the best and 
worst FS pair results (gOS FS on hOS FS) considering all pairs, and presence of FSs in the 
best and worst combination on the guest and host side. For FS names, we will use abbre-
viation, Btrfs as B, Ext4 as E, XFS as X. 
In the Web-WL, there are 100 threads, where each thread selects 10 of the 1000 files in 
directory-Tree, makes the 10 sequences of open-read-close operations and 11th sequence 
as log append operation. The web-workload is characterized by the dominant data and 
metadata random reads. There are small components of the data and metadata random 
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writes in log file, which are synchronous. The dominant random reads indicate a small 
influence of the WB cache mode on the guest/host side. Results for native and 1VM per-
formance for web WL are depicted in Fig. 2.

Figure 2. WebServer throughput [MB/s] for native and 1VM environment.

For all three case studies, we detected the best FS pairs for Web-WL: X/X, E/E, E/B, B/E, 
E/X, X/E, among which X/X, E/E, E/B stand out. In the best FS pairs, XFS and Ext4 domi-
nate as gFS and hFS.
Particularly bad FS pairs for Web-WL are: B/X, B/B, X/B. In the worst FS pairs, Btrfs 
dominates as gFS and hFS.
When considering the best/worst FS pairs, for Web-WL X/X or Ext4 should be selected 
with all hFS, and B/X and B/B should be avoided. XFS and Ext4 are good choices for 
making FS pairs, whereas Btrfs should be avoided, especially on the guest side.
For RR components, on both sides (guest/host), B-Trees have the best performance for 
data retrieval. B+Trees of XFS used for directories [C2.2], inodes [C2.3], extents [C.2.5], 
FreeList [C2.4] and FileBlock [C2.5] are crucial for good random read performances. 
Similar insights regarding random read performances hold for Btrfs [C3.2, C3.3, C3.4, 
and C3.5]. However, there is a small random write component, hence the write methods 
still have an important role. Because of the overwrite method applied instead of CoW, XFS 
outperforms Btrfs [C2.1 and C3.1] on the guest/host sides. 
We argue that the Btrfs CoW penalty is the main reason underlying the bad FS pairs such 
as B/X, X/B, B/B. Ext4 with its relatively simple but fast technologies (H-Tree, extent-Tree 
C1.1, C1.5), exhibits good characteristics in the best combinations (E/E and E/B) and be-
haves quite well on both the guest/host sides.
In the Mail-WL, there are 16 threads, each of which selects four of the 1000 files in a single 
directory. With these files, thread makes the following sequences of operations: delete, 
create-append-fsync-close, open-read-append-fsync-close, open-read-close. In the case 
of the varmail-workload, synchronous random writes are dominant for both data and 
metadata. A large amount of the random reads for both data files and metadata are notice-
able. Random writes are synchronous, so the data writing must reach the disk drive. Due 
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to the dominant RR/RW-synchronous cycles, there is a small impact of WB caching on the 
guest/host sides. Housekeeping is also important to consider as it generates many writes. 
The results for native and 1VM performance for mail WL are depicted in Fig. 3.

Figure 3. MailServer throughput [MB/s] for native and 1VM environment.

For all three case studies, we detected the best FS pairs for Mail-WL: X/E, E/X, E/E, B/E, 
B/X, among which B/E, E/X, E/E stand out. In the best FS pairs, Btrfs and Ext4 dominate 
as gFS, while Ext4 and then XFS dominate as hFS.
In addition, we detected the following bad FS pairs for Mail-WL: X/B, E/B, B/B, X/X, 
among which X/B stands out. In the worst FS pairs, XFS dominates as gFS, while Btrfs 
dominates as hFS.
When considering the best/worst FS pairs, for Mail-WL, B/E, E/X, E/E should be selected, 
and B/X, B/B should be avoided. Btrfs and Ext4 are good choices for gFS, and XFS should 
be avoided on the guest side. Btrfs should be avoided on the host side. Btrfs performs very 
well as gFS, and very bad as hFS, XFS is relatively bad as gFS, and Ext4 performs well in 
pairs on both sides.
For the RR component, the best are the B-Trees of XFS [C2.2, C2.3, C2.4, and C2.5] and 
Btrfs [C3.2, C3.3, C3.4, and C3.5]. However, for RW-synchronous cycles, XFS already 
has the well-known problem of low performance for random writes, whereas the Btrfs 
implements the CoW method. That is why Ext4 is the best selection for mail-WL. On the 
guest side, Btrfs and Ext4 perform quite well, while XFS generates an unfavorable WL-Gout 
sequence, which exhibits the worst behavior on the host side. In addition, on the host side, 
synchronous RW transfers pass through a large VMI file, so Ext4 performs as well as XFS, 
whereas Btrfs shows very bad performance.
Due to RW-synchronous accesses through a large image file, there is a growing influence 
of the extent_read [C1.5, C2.5, and C3.5] and extent_write operations [C1.5, C2.5, and 
C3.5] for the image file manipulation. XFS/Btrfs is at an advantage due to the B-Trees, and 
especially because of the use of the B-Trees for extents [C2.5 and C3.5], which are more 
efficient than the Ext4 extent-Trees [C1.5]. In addition, due to the dominant RW-synchro-
nous, the influence of the writing method costs [C1.1, C2.1, and C3.1] is crucial, while due 
to the dominant RW, there is a growing negative impact of CoW and enhanced HK. The-
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refore, the dominant random write component makes Btrfs the worst hostOS file system 
[C3.1]. 
In FS-WL, there are 50 threads, each of which selects 5 of the 10,000 files in the directory-
Tree, making the following sequences of operations: create-write-close, open-write-close, 
open-read-close, delete, and stat. In the case of fileserver-workload, all the throughput 
components are equally presented (random reads, sequential reads, random writes, 
sequential writes, create/delete/metadata operations). The impact of the WB cache mode 
is significant, as the sequential reads and writes are intensive. Writes are not synchronous, 
thus the impact of the cache can be exceptionally significant. The results for native and 
1VM performance for fileserver WL are depicted in Fig. 4.

Figure 4. FileServer throughput [MB/s] for native and 1VM environment.

For all three case studies, we detected that the best FS pairs for FS-WL are B/X, B/E, E/X, 
B/B, E/B, among which B/X and B/E stand out. In the best FS pairs, Btrfs and then Ext4 
dominate as gFS, while XFS slightly dominated as hFS, but all three FSs perform well. For 
all three case studies, we detected the following bad FS pairs for FS-WL: X/X, X/E, X/B. In 
the worst FS pairs, XFS dominates as gFS, while there is no dominance for hFS.
Considering the best/worst FS pairs for FS-WL, the best selection is either B/X or B/E, 
while it is recommendable to avoid XFS as a guest FS.
Each gFS (with its features) generates a unique WL-Gout, which passes through a large 
VMI file. For complex FS-WL the WL-Gout becomes also very complex. In FS-WL, 
WL-Gout with XFS performs the worst when processed through a large VMI file in hFS, 
whereas WL-Gout with Btrfs fits very well on all hosts hFS.
For sequences in which all the components are equally presented (random/sequential, 
reads/writes, file-data/metadata), the file block access components (Btrfs B-Trees [C3.5], 
XFS B-Trees [C2.5] and Ext4 extent-Trees [C1.5]) can have a significant impact on the 
performances. Also, due to a large number of files in a workload Tree, directory operations 
play a more important role (Btrfs B-Trees [C3.3], XFS B-Trees [C3.2] and Ext4 H-Trees 
[C3.1]). Due to the sequential SW components, the negative impact of CoW on Btrfs is 
reduced.
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The experiment shows that WL-Gout sequences for Btrfs are optimal for all hFS, whereas 
XFS generates unfavorable sequences for all evaluated hFS. For Btrfs as gFS, when such 
optimal WL-Gout sequences are performed on a large VMI, all three hFS perform well. It 
is only necessary to ensure an optimal FS pairing on the guest/host side.
In the RFA-WL, five threads are created, where each thread selects five of the 10,000 files 
in the directory-Tree, making the following sequence of operations: open, open, open, 
append-close, read-read, close, close. In the case of the RFA-workload, random reads and 
writes are dominant for both data and metadata. Random writes are non-synchronous, so 
the impact of WB cache mode is significant. The housekeeping operations abound with 
writes, which is important for consideration. The results for native and 1VM performance 
for RFA WL are depicted in Fig. 5.

Figure 5. RFA throughput [MB/s] for native and 1VM environment.

For all three case studies, we have detected that the best FS pairs for RFA-WL are X/X, 
E/X, E/E, E/B, among which X/X, E/X stand out. In the set of the best FS pairs, Ext4 domi-
nates as gFS, while XFS and Ext4 dominate for hFS. In addition, we detected inefficient FS 
pairs for the case of the RFA-WL: B/X, X/B, among which the pair B/X stands out. In the 
worst FS pairs, Btrfs dominates as gFS, while there is no dominance for hFS.
Considering the best/worst FS pairs for RFA-WL, the best selection is either X/X or E/X, 
whereas B/X should be avoided. Ext4 is very good as gFS, whereas FS pairs formed by both 
Btrfs and XFS should be avoided (B/X and X/B).
RFA-WL is dominated by RR and RW-asynchronous components. Due to RW-
asynchronous components, WB caching has a large positive impact on the guest/host 
sides. B+Trees of XFS [C2.2, C2.3, C2.4, and C2.5] and B+Trees of Btrfs [C3.2, C3.3, C3.4, 
and C3.5] are the most promising candidates for RR components. Ext4 is very good as 
gFS, and it generates the most favorable WL-Gout sequences, which perform best for all 
hFS. XFS generates WL-Gout sequences that can well perform with XFS and Ext4 as hOS, 
whereas Btrfs makes the least favorable WL-Gout. Although the WB cache absorbs most 
RW accesses, some RW still passes to disk drivers, and this will have the most negative 
effect on Btrfs. In general, for RFA-WL, the rather unfavorable WL-Gout (Btrfs) sequences 
perform worst on XFS hFS. Due to the WL-Gout sequences of XFS, as well as CoW and 
HK of Btrfs as hFS, the combination of XFS on Btrfs is also unfavorable.
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As the main results, we present the best and the worst FS pairs for individual workloads. 
The obtained results are given in Table 2, where the fundamental results are shown in 
columns 4 and 5. The column 2 contains the information on the best/worst guest FS 
detected in the corresponding best/worst FS pairs. The column 3 contains the information 
on the best/worst hFS detected in the corresponding best/worst FS pairs.

Table 2. Performance Results Summarized.

Workload gOS FS best/
worst

hOS FS best/ 
worst best pairs worst pairs

Web [E, X]/B [E, X]/B X/X, E/E, E/B,B/E, 
E/X, X/E

B/X, B/B, X/B

Mail [B, E]/X [E, X]/B X/E, E/X, E/E, B/E, X/B, E/B , B/B, X/X, B/X

File Server B/X X/no B/X, B/E, E/X, B/B, 
E/B

X/X, X/E, X/B

RFA E/B [X, E]/no X/X, E/X, E/E, E/B B/X, X/B, X/E

The analysis of the results presented in Table 2, without taking into account the workloads 
characteristics, can be summarized as follows: there is neither the best nor the worst option 
for the guest or host. Their performance depends on workload characteristics (i.e., each FS 
can perform either as the best or as the worst depending on the workload), and they are 
very sensitive to the guest/host FS pairs.
Based on the reported three case studies and four WLs for Centos gOS, we provide the 
following recommendations. For Web WL, we recommend the Ext4/XFS as gFS and Ext4/
XFS as hFS, while Btrfs as gFS and Btrfs as hFS should be avoided. For Mail WL, we 
recommend Btrfs/Ext4 as gFS and Ext4 as hFS, while XFS as gFS and Btrfs as hFS should 
be avoided. For FileServer WL, we recommend Btrfs as gFS, while XFS as gFS should be 
avoided. For RFA WL, we recommend Ext4 as gFS, while Btrfs as gFS should be avoided.
For individual FS, we recommend Btrfs for Mail as gFS and for FileServer as gFS, while 
Btrfs should be avoided for Web as gFS/hFS, for Mail as hFS, and for RFA as gFS. In addi-
tion, we recommend XFS for Web as gFS and for Web as hFS, while XFS should be avoided 
for Mail as gFS and for Fileserver as gFS. Finally, we recommend Ext4 for Web as gFS, for 
Web as hFS, for Mail as gFS, for Mail as hFS and for RFA as gFS. There is no recommen-
dation for avoiding Ext4.
Regarding solid-state drives, their examination will follow this research in the field on 
hypervisors case studies. Although the authors conducted some research on this topic, 
the results are not yet mathematically explainable. Certain studies regarding Microsoft 
Windows environment are available in [32]. More on this topic will be discussed in the 
research that follows.
Regarding real environments, not virtual ones, a reader may conclude that virtualization 
takes a toll on performance, i.e., dropping I/O throughput. However, typical small-to-
medium-sized service providers would apply virtual environments, such as providing 
a machine with sufficient processing power and storage devices to reduce electricity 
consumption, providing rack spaces for servers, etc.
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8. CONCLUSION

Virtualization techniques have a significant impact on operating system performance, and 
in this paper, we examine this impact on specific components, such as different FS pairs. 
When considering a hypervisor virtualization environment based on different filesystems 
on the host and guest sides, a number of FS pairs could be included in the analysis. We 
analyzed the behavior of three 64-bit Linux FS, both on the guest and on the host side, 
resulting in nine pairs for examination. We introduced the model for FS pairs and vali-
dated it for the KVM hypervisor, but our model is also applicable for most Linux-based 
hypervisors, such as Xen, ESXi, and Proxmox.
Our KVM-based case studies showed that FS pairing is quite sensitive and that there is no 
optimal FS pair. The choice of a suboptimal FS pair depends on WL, due to a complex VE 
with a large number of input variables, complex structures in FS itself, and the complex 
FS pair interaction. One of the important conclusions is that the FS performance in a VE 
can be interpreted by analyzing the FS pair as a whole instead of an individual FS analysis. 
The reported results are quite consistent with the best practices obtained in experiments 
related to environments with and without virtualization. The results also indicate that Btrfs 
is not a good solution if the workload is generating big amounts of random writes. Ext4 
is still good enough when compared to XFS and Btrfs, although it uses relatively simple 
technologies and does not have a sophisticated B+ Tree structure. Ext4 shows excellent 
performance. 
Our model and KVM results show that optimal pairing of FS types on the host and guest 
sides may be rather challenging. Thus, an additional contribution of this paper is that 
it provides insight into the performance of selected FS pairs for typical application WL, 
based on three case studies in a KVM hypervisor-based VE.
We think that the optimal pairing of FS types on the host and guest sides is particularly 
complex. Administrators of VE face a complex problem in determining the optimal VE 
for their applications of interest. First, for each type-1 hypervisor (except Hyper-V) that 
will be included in VE, a pool of hOS FS with different types should be created, on which 
they can place VMs and migrate if necessary. Secondly, administrators should determine 
the optimal FS pair for applications of interest. Our model can be used for hypotheses 
about expected behavior, whereas good benchmark or real-app testing can provide real 
validation. For VMs with gOS, possible application-based adjustment of gOS FS types 
should also be provided. 
Beside the model, another contribution of this paper is the beginning of Knowledge Data 
Base (KDB) creation that is related to FS performance of FS pairs in hypervisor-based 
VE. We consider the KDB to be another significant theoretical contribution of this paper. 
Based on three case studies in KVM VE, we get the knowledge about optimal and very 
bad FS pairs for typical application WL. For now, KDB includes three case studies for 
KVM VE, with 9 FS pairs, Centos 7 as gOS, Filebench as WL generator. KDB is open for 
extension with new case studies, which include another FS pairs (with NTFS, F2FS, JFS), 
other hypervisors (ESXi, Xen, Proxmox, Hyper-V), other hOS and gOS, other benchmarks 
or real applications, and new versions of all of these components. We consider that our 
KDB can serve administrators to create VE for specific system case.
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Future work on optimal FS pairing in VE may include the introduction of new FS types 
in the analysis, such as NTFS, F2FS, and JFS on the guest/host side, and evaluation of 
the case studies based on other hypervisors, such as ESXi, Xen, Proxmox, and Hyper-V. 
As a part of the future work, we may consider the application of artificial intelligence as 
the possibility for intelligent management of FS pairs, assuming that large hOS storage 
pools based on different FS (Btrfs, Ext4, XFS, etc.) exist. The proposed system would be 
trained with information about the best/worst FS pairs supplied from KDB. Based on the 
detected application WLs on VMs and training data, the system should migrate guest 
VMs to another hOS FS pool, and realize optimal FS pairs.
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• Accept in present form: The manuscript fulfills all of the requirements described 
above, although some small fixes may be required (e.g., typos or grammatical 
corrections, etc.). No additional action by the review is required.
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